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ABSTRACT

These proceedings present the lectures given at the ninth specialized course organized by

the CERN Accelerator School (CAS), the topic this time being 'Superconductivity in Particle

Accelerators'. This course is basically a repeat of that given at the same location in 1988 whose

proceedings were published as CERN 89-04. However, the opportunity was taken to improve

the presentation of the various topics and to introduce the latest developments in this rapidly

expanding field. First the basic theory of superconductivity is introduced. A review of the

materials used for sc magnets is followed by magnet design requirements, the influence of eddy

and persistent currents, and the methods used to provide quench protection. Next follows the

basic theory of sc cavities, their materials, high-gradient limitations, the problem of field

emission and then their power couplers. After an introduction to cryogenics and cryoplants, the

theory of superfluidity is presented followed by a review of the use of superfluid helium.

Finally, two seminars detail the impact of superconductors on the design of the LHC and LEP2

accelerators.
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FOREWORD

The aim of the CERN Accelerator School to collect, preserve and disseminate the
knowledge accumulated in the world's accelerator laboratories applies not only to accelerators
and storage rings, but also to the related sub-systems, equipment and technologies. This wider
aim is being achieved by means of the specialized courses listed in the Table below. The latest
of these was on the topic of Superconductivity in Particle Accelerators' and was held at Haus
Rissen, Hamburg, Germany, 17-24 May 1995, its proceedings forming the present volume.

List of specialized CAS courses and their proceedings

Year

1983

1986

1988

1989

1990

1991

1992

1993

1994

1995

Course
Antiprotons for colliding beam facilities

Applied Geodesy for particle accelerators

Superconductivity in particle accelerators

Synchrotron radiation and free-electron lasers

Power converters for particle accelerators

RF engineering for particle accelerators

Magnetic measurement and alignment

RF engineering for particle accelerators
(repeat of the 1991 course)

Cyclotrons, linacs and their applications

Superconductivity in particle accelerators

Proceedings
CERN 84-15 (1984)

CERN 87-01 (1987) also
Lecture Notes in Earth Sciences 12,
(Springer Verlag, 1987)

CERN 89-04 (1989)

CERN 90-03 (1990)

CERN 90-07 (1990)

CERN 92-03 (1992)

CERN 92-05 (1992)

-

CERN 96-02 (1996)

Present volume

Over the last few years, the importance of superconductivity in the construction of
particle accelerators and their detection systems, and in medical imaging and other measuring
devices has grown tremendously. Superconductivity has made it possible to reduce the cost,
size and power requirements of magnets, while permitting higher-energy accelerators to be
constructed within the physical constraints of existing sites, typical examples being the
TEVATRON at Fermilab and HERA at DESY. Machines constructed more recently such as
RHIC at Brookhaven or planned for the near future, particularly the LHC at CERN, would
hardly have been feasible without the use of superconductivity for both their magnets and their
RF accelerating cavities. While the accelerator applications have been the prime promoter of
recent superconductivity technology, the magnet size and cost reductions have made it possible
for many hospitals to install imaging devices to the extent that they are presently the major user
of superconducting materials. Meanwhile, serious development of the recently discovered high-
temperature superconductors promises very exciting possibilities for their use in the future.
With such a vigorous programme of superconducting applications and developments there was
every reason not only to repeat the CAS course given on this topic in 1988 but also to publish
these new proceedings.
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Organization of this course required the good will and considerable effort of many
people. In particular, CAS thanks the DESY and CERN Directorates for their financial and
moral support, the CAS Advisory Committee for its guidance, and the Programme and Local
Organizing Committees for the great attention to detail which ensured that the course was so
successful. Very special thanks must go to the lecturers at the course for their enthusiasm and
very considerable work in preparing, presenting and writing up their topics. The effort made by
the Haus Rissen staff during our stay with them was most appreciated. Finally, we thank the
participants at the course for their support and encouragement

S. Turner
Editor
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Superconductivity

P. Schmiiser
II. Institut fur Experimentalphysik, Universitat Hamburg, Germany

Abstract
Low-temperature superconductivity is treated at an introductory level.
The topics include Meissner-Ochsenfeld effect and London equations,
thermodynamic properties of the superconducting state, type I and II
superconductors, flux quantisation and superconducting quantum inter-
ference effects. Important experiments are discussed. The basic ideas of
the BCS theory and its implications are outlined.

1 INTRODUCTION

In these lectures I want to give a brief introduction into the physical principles of super-
conductivity and its fascinating properties. More detailed accounts can be found in the excellent
text books by W. Buckel [1] and by D.R. Tilley and J. Tilley [2].
Superconductivity was discovered [3] in 1911 by the Dutch physicist H. Kamerlingh Onnes,
only three years after he had succeeded in liquefying helium. During his investigations on the
conductivity of metals at low temperature he found that the resistance of a mercury sample
dropped to an unmeasurably small value just at the boiling temperature of liquid helium. The
original measurement is shown in Fig. 1. Kamerlingh Onnes called this totally unexpected phe-
nomenon 'superconductivity' and this name has been retained since. The temperature at which
the transition took place was called the critical temperature Tc. Superconductivity is observed
in a large variety of materials but, remarkably, not in some of the best normal conductors like
copper, silver and gold, except at very high pressures. This is illustrated in Fig. 2 where the
resistivity of copper, tin and the 'high-temperature' superconductor YBa2Cu307 is sketched as
a function of temperature. Table 1 lists some important superconductors together with their
critical temperatures at vanishing magnetic field.
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Figure 1: The first measurement of superconductivity by Kamerlingh Onnes.

Kamerlingh Onnes discovered that a conventional resistance measurement is far too in-
sensitive to establish infinite conductivity and that a much better method consists in inducing
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Figure 2: The low-temperature resistivity of copper, tin and

Table 1: The critical temperature of some common materials at vanishing magnetic field.

material
Tc[K]

Ti
0.4

Al
1.14

Hg
4.15

Sn
3.72

Pb
7.9

Nb
9.2

NbTi
9.2

Nb3Sn
18

a current in a ring and determining the decay rate of the produced magnetic field. A schematic
experimental setup is shown in Fig. 3. A bar magnet is inserted in the still normal-conducting
ring and removed after cooldown below Tc. The induced current should decay exponentially

I(0 = J(0)exp(-i/r)

with the time constant given by the ratio of inductivity and resistance, r = L/R, which for a
normal metal ring is in the order of 100 fis. In superconducting rings, however, time constants
of up to 105 years have been observed [4] so the resistance must be at least 15 orders of mag-
nitude below that of copper and is indeed indistinguishable from zero. An important practical
application of this method is the operation of solenoid coils for magnetic resonance imaging in
the short-circuit mode which exhibit an extremely slow decay of the field of typically 3 • 10~9

per hour [5].

T>TC T<TC

remove magnet

Figure 3: Induction of a persistent current in a superconducting ring.

There is an intimate relation between superconductivity and magnetic fields. W. Meissner
and R. Ochsenfeld [6] discovered in 1933 that a superconducting element like lead completely
expelled a weak magnetic field from its interior when cooled below Tc while in strong fields



superconductivity broke down and the material went to the normal state. The spontaneous
exclusion of magnetic fields upon crossing Tc could not be explained in terms of the Maxwell
equations and indeed turned out to be a non-classical phenomenon. Two years later, H. and F.
London [7] proposed an equation which offered a phenomenological explanation of the Meissner-
Ochsenfeld effect but the justification of the London equation remained obscure until the advent
of the Bardeen, Cooper and Schrieffer theory [8] of superconductivity in 1957. The BCS theory
revolutionized our understanding of this fascinating phenomenon. It is based on the assumption
that the supercurrent is not carried by single electrons but rather by pairs of electrons of oppo-
site momenta and spins, the so-called Cooper pairs. All pairs occupy a single quantum state, the
BCS ground state, whose energy is separated from the single-electron states by an energy gap
which in turn can be related to the critical temperature. The BCS theory has turned out to be
of enormous predictive power and many of its predictions and implications like the temperature
dependence of the energy gap and its relation to the critical temperature, the quantisation of
magnetic flux and the existence of quantum interference phenomena have been confirmed by
experiment and, in many cases, even found practical application.

A discovery of enormous practical consequences was the finding that there exist two types
of superconductors with rather different response to magnetic fields. The elements lead, mercury,
tin, aluminium and others are called 'type P superconductors. They do not admit a magnetic
field in the bulk material and are in the superconducting state provided the applied field is
below a critical field Bc which is a function of temperature. All superconducting alloys like
lead-indium, niobium-titanium, niobium-tin and also the element niobium belong to the large
class of 'type IF superconductors. They are characterized by two critical fields, B& and B&.
Below Bc\ these substances are in the Meissner phase with complete field expulsion while in
the range Bci < B < B& a type II superconductor enters the mixed phase in which magnetic
field can penetrate the bulk material in the form of flux tubes. The Ginzburg-Landau theory [9]
provides a theoretical basis for the distinction between the two types. Around 1960 Gorkov [10]
showed that the phenomenological Ginzburg-Landau theory is a limiting case of the BCS theory.
Abrikosov [11] predicted that the flux tubes in a type II superconductor arrange themselves in
a triangular pattern which was confirmed in a beautiful experiment by Essmann and Trauble
[12]. In 1962 Josephson [13] studied the quantum theoretical tunnel effect in a system of two
superconductors separated by a thin insulating layer and he predicted peculiar and fascinating
properties of such a Josephson junction which were all confirmed by experiment and opened
the way to superconducting quantum interference devices (SQUID's) with extreme sensitivity
to tiny magnetic fields.

2 MEISSNER-OCHSENFELD EFFECT AND LONDON EQUATIONS

We consider a cylinder with perfect conductivity and raise a magnetic field from zero to
a finite value B. A surface current is induced whose magnetic field, according to Lenz's law,
exactly cancels the applied field in the interior. Since the resistance is assumed to vanish the
current will continue to flow with constant strength as long as the external field is kept constant
and consequently the bulk of the cylinder will stay field-free. This is exactly what happens if
we expose a lead cylinder in the superconducting state (T < Tc) to an increasing field, see the
path (a) —*• (c) in Fig. 4. So below Tc lead acts as a perfect diamagnetic material. There is,
however, another path leading to the point (c). We start with a lead cylinder in the normal state
(T > Tc) and expose it to a field which is increased from zero to B. Eddy currents are induced
in this case as well but they decay rapidly and after a few hundred microseconds the field lines
will fully penetrate the material (state (6) in Fig. 4). Now the cylinder is cooled down.



At the very instant the temperature drops below Tc , a surface current is spontaneously created
and the magnetic field is expelled from the interior of the cylinder. This surprising observation
is called the Meissner-Ochsenfeld effect after its discoverers; it cannot be explained by the law
of induction because the magnetic field is kept constant.

B

surface current

(a)

T<TG

B 0

B

(b)

T>TC

B*0

Figure 4: A lead cylinder in a magnetic field. Two possible ways to reach the superconducting
final state with B > 0 are sketched.

In a (T, B) plane, the superconducting phase is separated from the normal phase by the
curve BC(T) as sketched in Fig. 5. Also indicated are the two ways on which one can reach
the point (c). It is instructive to compare this with the response of a 'normal' metal of perfect
conductivity. The field increase along the path (a) —• (c) would yield the same result as for the
superconductor, however the cooldown along the path (b) —• (c) would have no effect at all. So
superconductivity means definitely more than just vanishing resistance.

s

V,

. i

• — .

i

/

>

B '

superconducting
phase

B c ( T )

normal phase

b

a Tc

Figure 5: The phase diagram in a (T, B) plane.

I have already used the terms 'superconducting phase' and 'normal phase' to characterize
the two states of lead. These are indeed phases in the thermodynamical sense, comparable
to the different phases of H2O which is in the solid, liquid or gaseous state depending on the
values of the parameters temperature and pressure. Here the relevant parameters are temper-
ature and magnetic field (for some materials also pressure). If the point (T, B) lies below the
curve BC(T) the material is superconducting and expels the magnetic field, irrespective of by



which path the point was reached. If (T, B) is above the curve the material is normal-conducting.

The first successful explanation of the Meissner-Ochsenfeld effect was achieved in 1935 by
Heinz and Fritz London. They assumed that the supercurrent is carried by a fraction of the
conduction electrons in the metal. The 'super-electrons' experience no friction, so their equation
of motion in an electric field is

dv -
m - = -eE .

This leads to an accelerated motion. The supercurrent density is

Js = -ensv

where ns is the density of the super-electrons. This immediately yields the first London equation
dfs n,e2 -
dt m

Now one uses the Maxwell equation

and takes the curl (rotation) of (1) to obtain

(1)

at s

Since the time derivative vanishes the quantity in the brackets must be a constant. Up to
this point the derivation is fully compatible with classical electromagnetism, applied to the
frictionless acceleration of electrons. An example might be the motion of electrons in the vacuum
of a television tube or in a circular accelerator. The essential new assumption H. and F. London
made is that the bracket is not an arbitrary constant but vanishes. Then one obtains the
important second London equation

/ ^ (2)
771

It should be noted that this assumption cannot be justified within classical physics, even
worse, in general it is wrong. For instance the current density in a normal metal will vanish
when no electric field is applied, and whether a static magnetic field penetrates the metal is
of no importance. In a superconductor, on the other hand, the situation is such that Eq. (2)
applies.
Combining the fourth Maxwell equation (for time-independent fields)

V x B = fj.0Js

and the second London equation and making use of the relation

V x (V x B) = -V2B

(this is valid since V • B = 0) we get the following equation for the magnetic field in a supercon-
ductor

2 t^f = 0 . (3)



It is important to note that this equation is not valid in a normal conductor. In order to grasp
the significance of Eq. (3) we consider a simple geometry, namely the boundary between a
superconducting half space and vacuum, see Fig. 6a. Then, for a magnetic field parallel to the
surface, Eq. (3) becomes

with the solution

dx2

= Boexp(-x/XL)

Here we have introduced a very important superconductor parameter, the London penetration
depth

AL = , / = ^ • (4)

So the magnetic field does not stop abruptly at the superconductor surface but penetrates
into the material with exponential attenuation. For typical material parameters the penetration
depth is quite small, 20 - 50 nm. In the bulk of a thick superconductor there can be no magnetic
field, which is just the Meissner-Ochsenfeld effect. Here it is appropriate to remark that in the
BCS theory not single electrons but pairs of electrons are the carriers of the supercurrent.
However, the penetration depth remains unchanged since when going from single electrons to
pairs we have to make the following replacements

m 2m, e —» 2e, ns ~* ns/2 .

We have now convinced ourselves that such a superconductor can tolerate a magnetic field
only in a thin surface layer. An immediate consequence is that current flow is restricted to the
same thin layer. Currents in the interior are forbidden as they would generate magnetic fields
in the bulk. The magnetic field and the current which are caused by an external field parallel
to the axis of a lead cylinder are plotted in Fig. 6b. Another interesting situation occurs if we
pass a current through a lead wire (Fig. 6c). It flows only in a very thin surface sheet of about
20 nm thickness, so the overall current in the wire is small. This is a first indication that type
I superconductors are not suitable for winding superconducting magnet coils.

(a)

vacuum

Bo

super -
conductor

X

By{x)

(c)

Figure 6: (a) Exponential attenuation of a magnetic field in a superconducting half plane, (b)
Shielding current in a superconducting cylinder induced by a field parallel to the axis, (c) A
current-carrying wire made from a type I superconductor.



The penetration depth has a temperature dependence which can be calculated in the BCS
theory. When approaching the critical temperature, the density of the supercurrent carriers goes
to zero, so Â , must become infinite:

oo for T -> Tc .

This is shown in Fig. 7. An infinite penetration depth means no attenuation of a magnetic field
which is just what one observes in a normal conductor.

X L ( T )

X L ( 0 )

Tc

Figure 7: Temperature dependence of the London penetration depth

3 THERMODYNAMIC PROPERTIES OF SUPERCONDUCTORS

3.1 The superconducting phase
A material like lead goes from the normal into the superconducting state when it is cooled

below Tc and when the magnetic field is less than BC(T). It has been mentioned already that
this is a phase transition comparable to the transition from water to ice at 0°C and normal
pressure. Phase transitions take place when the new state is energetically favoured. The relevant
thermodynamic energy is here the free energy

F=U-TS (5)

where U is the internal energy and S the entropy. The free energy of aluminium is plotted in
Fig. 8. Below Tc the superconducting state has a lower free energy than the normal state and
thus the transition normal —» superconducting is associated with a gain in energy. The entropy
of the superconducting state is lower which implies that there is a higher degree of order in this
state. From the point of view of the BCS theory this is quite understandable since conduction
electrons are paired and collect themselves in a single quantum state. Numerically the entropy
difference is small, however, about 1 milli-Joule per mole and Kelvin, from which one can deduce
that only a small fraction of the valence electrons of aluminium is condensed into Cooper pairs.

3.2 Energy balance in a magnetic field
We have argued that a lead cylinder becomes superconductive for T <TC because the free

energy is reduced that way:
f < -̂ normal for T < Tc .

What happens if we apply a magnetic field? A normal-conducting metal cylinder is just pene-
trated by the field so its free energy does not change: Fnormax(B) = Fnonnai(0). On the contrary,
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Figure 8: The free energy of normal and superconducting aluminium (after N.E. Philips). The
normal state was achieved by exposing the sample to a field larger than Bc.

a superconducting cylinder is strongly affected by the field. It sets up shielding currents which
generate a magnetic moment antiparallel to the applied field, see Fig. 9a. A magnetic moment
m has a potential energy in the magnetic field

Epot = -m-B .

If m is antiparallel to B the potential energy is positive. In the following it is useful to introduce
the magnetisation M as the magnetic moment per unit volume1. For a type I superconductor
we have

M(B) = -B/no

for B < Bc. The potential energy per unit volume is obtained by integration

= - fB M{B')dB' =
Jo

This is just the increase of the free energy in the superconducting state that is caused by the
magnetic field. (More precisely one should use the free enthalpy instead of the free energy when
a magnetic field is present but this is a detail we can disregard here.)

where Vm is the mole volume (10 crn3 for Al). The critical field is achieved when the free energy
in the superconducting state just equals the free energy in the normal state

»m — inormal ~ (6)

1 There is often a confusion whether the magnetic field should be the H or the B field. D.R. Tilley and
J. Tilly [2] argue that the magnetisation of a superconductor inside a current-carrying coil resembles that
of an iron core. Then the 'magnetising' field H which is generated by the coil current only is appropriate.
The total field in the material is the superposition of H and the superconductor magnetisation M:
B = fjto(H + M{H)). Often, however, the external field is produced by an electromagnet with iron pole
shoes, and this is already a B field. Since B appears also in the Lorentz force I prefer to use this quantity.
With this convention the field 2?, inside a superconductor is given in terms of the external field Bt by
Bi = Be + ftoM(Be). Unfortunately much of the superconductivity literature is based on the obsolete
CGS system where the distinction between B and H is not very clear and the two fields have the same
dimension although their units were given different names: Gauss and Oerstedt.



Since the energy density stored in a magnetic field is f?2/(2/z0), an alternative interpretation of
Eq. (6) is the following: in order to transform from the normal to the superconducting state the
material has to push out the magnetic energy, and the largest amount it can push out is just the
difference between the two free energies at vanishing field. Figure 9b illustrates what we have
said. For B > Bc the normal phase has a lower energy, so superconductivity breaks down.

free energy per unit volume

il ^normal

Fs=Fn at B =BC

** B
Bc

Figure 9: (a) The magnetic moment of a superconducting cylinder in an external field, (b) The
free energies of the normal and the superconducting state as a function of the external field.

3.3 Type II superconductors
For practical application in magnets it would be rather unfortunate if only type I super-

conductors existed which permit no magnetic field and no current in the bulk material. Alloys
and the element niobium are so-called type II superconductors. Their magnetisation curves
exhibit a more complicated dependence on magnetic field (Fig. 10). Type II conductors are
characterized by two critical fields, Bc\ and BC2, which are both temperature dependent. For
fields 0 < B < Bc\ the substance is in the Meissner phase with complete exclusion of the field
from the interior. In the range Bc\ < B < B& the substance enters the mixed phase: part
of the magnetic flux penetrates the bulk of the sample. Above B&, finally, the material is
normal-conducting. The area under the curve

M = M(B)

is the same as for a type I conductor as it corresponds to the free-energy difference between the
normal and the superconducting state.

It is instructive to compare measured data on pure lead (type I) and lead-indium alloys
(type II) of various composition. Figure 11 shows that the upper critical field rises with increasing
indium content; for Pb-In(20.4%) it is about eight times larger than the critical field of pure lead.
The fact that the alloys stay superconductive up to much higher fields is easy to understand:
magnetic flux is allowed to penetrate the sample and therefore less magnetic field energy has to
be driven out. Under the assumption that the free-energy difference is the same for the various
lead-indium alloys, the areas under the three curves A, B, C in Fig. 11 should be identical as
the diagram clearly confirms.

In a (T, B) plane the three phases of a type II superconductor are separated by the curves
BC\{T) and BC2(T) which meet at T = Tc, see Fig. 12a. The upper critical field can assume very
large values which make these substances extremely interesting for magnet coils (Fig. 12b). A
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Figure 10: Magnetisation of type I and type II superconductors as a function of field.
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Figure 11: The measured magnetisation curves [14] of lead-indium alloys of various composition.
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remarkable feature, which will be addressed in more detail in Sec. 6.3, is the observation that
the magnetic flux does not penetrate the type II conductor with uniform density. Rather it is
concentrated in flux tubes as sketched in Fig. 13. Each tube is surrounded with a super-vortex
current. The material in between the tubes is field- and current-free.

3.4 Distinction between type I and type II superconductors
3.4.1 Thin sheets of type I superconductors

Let us first stick to type I conductors and compare the magnetic properties of a very thin
sheet (thickness d < XL) to those of a thick slab. The thick slab has a vanishing field in the
bulk (Fig. 14a) while in the thin sheet (Fig. 14b) the applied field does not drop to zero at the
centre. Consequently less energy is needed to expel the field which implies that the critical field
of the thin sheet is much larger than the Bc of a thick slab. From this point of view it might
appear energetically favourable for a thick slab to subdivide itself into an alternating sequence
of thin normal and superconducting slices as indicated in Fig. 14c. The magnetic energy is
indeed lowered that way but there is another energy to be taken into consideration, namely the
energy required to create the normal-superconductor interfaces. A subdivision is only sensible
if the interface energy is less than the magnetic energy.
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Figure 12: (a) The phase diagram of a type II superconductor, (b) The upper critical field of
several high-field alloys as a function of temperature.
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Figure 13: Flux tubes in a type II superconductor.

3.4.2 Coherence length
At a normal-superconductor boundary the density of the super charge carriers (the Cooper

pairs) does not rise abruptly from zero to its value in the bulk but rises smoothly over a finite
length £, the coherence length, see Fig. 15.

The relative size of the London penetration depth and the coherence length decides
whether a material is a type I or a type II superconductor. To study this in a semi-quantitative
way, we first define the thermodynamical critical field by the energy relation

"7\ ' Tn — •* normal

For type I, Bcth coincides with Bc, see Eq. (6) while for type II conductors Bcth lies between Bc\
and BC2- The difference between the two free energies, /"normal ~ ^super(O), can be interpreted as
the Cooper-pair condensation energy. For a conductor of unit area, exposed to a field B = Bcth
parallel to the surface, the energy balance is as follows:
(a) the magnetic field penetrates a depth XL °f the sample which corresponds to an energy gain
since magnetic energy must not be driven out of this layer:

AR magn
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Figure 14: Attenuation of field (a) in a thick slab and (b) in thin sheet, (c) Subdivision of a
thick slab into alternating layers of normal and superconducting slices.
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Figure 15: The decay of the magnetic field and the rise of the Cooper pair density at a normal-
superconductor interface.

(b) On the other hand, the fact that the Cooper-pair density does not assume its full value right
at the surface but rises smoothly over a length f implies a loss of condensation energy

Obviously there is a net gain if \L > £. So a subdivision of the superconductor into an alternating
sequence of thin normal and superconducting slices is energetically favourable if the London
penetration depth exceeds the coherence length.
A more refined treatment is provided by the Ginzburg-Landau theory [9]. Here one introduces
the Ginzburg-Landau parameter

(8)

The criterion for type I or II superconductivity is then

type I:
type II: K > l/v/2.

In reality a type II superconductor is not subdivided into thin slices but the field penetrates
the sample in flux tubes which arrange themselves in a triangular pattern. The core of a flux
tube is normal. The following table lists the penetration depths and coherence lengths of some
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important superconducting elements. Niobium is a type II conductor but close to the border to
type I, while indium, lead and tin are clearly type I conductors.

material
Ai [nm]
£[nm]

In
24
360

Pb
32

510

Sn
a 30
w 170

Nb
32
39

The coherence length f is proportional to the mean free path of the conduction electrons in the
metal. In alloys the mean free path is generally much shorter than in pure metals so they are
always type II conductors.
The upper critical field is given by

(9)

There exists no simple expression for the lower critical field. In the limit « ^ 1 one gets

B (l +(lnK + 0.08)Bctk. (10)

3.5 Heat capacity and heat conductivity

The specific heat capacity per mole of a normal metal at low temperatures is given by the
expression

C(T) = 7T + 0T3 . (11)

The linear term in T comes from the conduction electrons, the cubic term from lattice vibrations.
The coefficients can be calculated within the free-electron-gas model and the Debye theory of
lattice specific heat (see any standard textbook on solid state physics):

n Q
7 ~ 2EF ' P~ 503, *

Here ks = 1.38-10~23 J/K is the Boltzmann constant, Ep iie Fermi energy, nm the number of
electrons per mole, N& = 6.023-1023 Avogadro's number and 0£> the Debye temperature of the
material. If one plots the ratio C(T)/T as a function of T2 a straight line is obtained as can be
seen in Fig. 16a for normal-conducting gallium [15]. In the superconducting state the electronic
specific heat is different because the electrons bound in Cooper pairs no longer contribute. In
the BCS theory one expects an exponential rise of the electronic heat capacity with temperature

Ce,3(T) = 8.57TC exp(-1.44r c / r) (13)

The experimental data (Fig. 16a,b) are in remarkable agreement with this prediction. There
is a resemblance to the exponential temperature dependence of the electrical conductivity in
intrinsic semiconductors and these data can be taken as an indication that an energy gap exists
also in superconductors.

The heat conductivity of niobium is of particular interest for superconducting RF cav-
ities. Here the theoretical predictions are rather imprecise and measurements are indispen-
sible. The low temperature values depend strongly on the residual resistivity ratio RRR =
jR(293 K)/R(4 K) of the normal Nb and on the grain size of the crystallites. Figure 17 shows
two curves obtained at DESY [16].
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Figure 16: (a) Specific heat C(T)/T of normal and superconducting gallium as a function of T2

[15]. (b) Experimental verification of Eq. (13).
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Figure 17: Measured heat conductivity in niobium [16].

4 BASIC CONCEPTS AND RESULTS OF THE BCS THEORY

4.1 The 'free electron gas' in a normal metal
4.1.1 The Fermi sphere

In a metal like copper the positively charged ions form a regular crystal lattice. The
valence electrons (one per Cu atom) are not bound to specific ions but can move through the
crystal. In the simplest quantum theoretical model the Coulomb attraction of the positive ions
is represented by a potential well with a flat bottom, the periodic structure is neglected (this
leads to the electronic band structure needed for the description of semiconductors). The energy
levels are computed by solving the Schrodinger equation and then the electrons are placed on
these levels paying attention to the Pauli exclusion principle: no more than two electrons of
opposite spin are allowed on each level. The electrons are treated as independent and non-
interacting particles, their mutual Coulomb repulsion is taken into account only globally by a
suitable choice of the depth of the potential well. It is remarkable that such a simple-minded
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picture of a 'free electron gas' in a metal can indeed reproduce the main features of electrical and
thermal conduction in metals. However, an essential prerequisite is to apply the Fermi-Dirac
statistics, based on the Pauli Principle, and to avoid the classical Boltzmann statistics which
one uses for normal gases. The electron gas has indeed rather peculiar properties. The average
kinetic energy of the metal electrons is by no means given by the classical expression

which amounts to about 0.025 eV at room temperature (fcs = 1.38-10"23 J /K= 8.62-10~5eV/K
is the Boltzmann constant). Instead, the energy levels are filled with two electrons each up to
the so-called Fermi energy Ep. Since the electron density is very high in metals, Ep assumes
large values, typically 5 eV. The average kinetic energy of an electron is Z/bEp « 3 e V and thus
much larger than the average energy of a usual gas molecule. The electrons constitute a system
called a 'highly degenerate' Fermi gas. The Fermi energy is given by the formula

EF = ^ (14)

Fermi sphere

possible momentum
vector

Figure 18: The allowed states for conduction electrons in the pxpy plane and the Fermi sphere.
The occupied states are drawn as full circles, the empty states as open circles.

The quantity % = h/2w - 1.05 • 10"34 Js = 6.58 • 10~15 eVs is Planck's constant, the most
important constant in quantum theory; n0 is the density of conduction electrons. It is useful to
plot the allowed quantum states of the electrons as dots in momentum space. In Fig. 18 this
is drawn for two dimensions. The quantisation is usually done in a cubic box of length L; the
possible momentum vectors of the electrons are then

p = (px,Py,Pz) = hk with k = (nx,ny,nz) 2w/L

where the n, are integer numbers (0, ±1 , ±2,.. .). At low temperature (T —• 0) the energy levels
below the Fermi energy are all filled while levels above Ep are empty. The highest momentum
is the 'Fermi momentum' given by

pp = \JimEp

and the highest velocity is the Fermi velocity vp = ppjm which is in the order of 106 m/s. The
occupied states are located inside the 'Fermi sphere1 of radius pp, the empty states are outside.
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What are the consequences for electrical conduction? Let us apply an electric field £0

pointing into the negative x direction. In the time 6t a free electron would gain a momentum

6px = eE0St. (15)

However, most of the metal electrons are unable to accept this momentum because they do
not find free states in their vicinity, only those on the right rim of the Fermi sphere have free
states accessible to them and can accept the additional momentum. We see that the Pauli
principle has a strong impact on electrical conduction. Heat conduction is affected in the same
way because the most important carriers of thermal energy are again the electrons. An anomaly
is also observed in the heat capacity of the electron gas. It differs considerably from that of a
mono-atomic normal gas since only the electrons in a shell of thickness fegT near the surface of
the Fermi sphere can contribute. Hence the electronic specific heat per unit volume is roughly
a fraction ksT/Ep of the classical value

n 3

This explains the linear temperature dependence of the electronic specific heat which was dis-
cussed in Sec. 3.5.

4.1.2 The origin of Ohmic resistance

Before trying to understand the vanishing resistance of a superconductor we have to explain
first why a normal metal has a resistance at all. This may appear trivial if one imagines the
motion of electrons in a crystal that is densely filled with ions. Intuitively one would expect that
the electrons can travel for very short distances only before hitting an ion and thereby loosing the
momentum gained in the electric field. Collisions are indeed responsible for a frictional force and
one can derive Ohm's law that way. What is surprising is the fact that these collisions are so rare.
In an ideal crystal lattice there are no collisions whatsoever. This is impossible to understand
in the particle picture, one has to treat the electrons as matter waves and solve the Schrodinger
equation for a periodic potential. The Ohmic resistance is nevertheless due to collisions but the
collision centres are not the ions in the regular crystal lattice but only imperfections: impurities,
lattice defects and the deviations of the metal ions from their nominal position due to thermal
oscillations. The third effect dominates at room temperature and gives rise to a resistivity that
is roughly proportional to T while impurities and lattice defects are responsible for the residual
resistivity at low temperature (T < 20 K). A typical curve p(T) is plotted in Fig. 19. In very pure
copper single crystals the low-temperature resistivity can become extremely small. The mean
free path of the conduction electrons may be a million times larger than the distance between
neighbouring ions which illustrates very well that the ions in their regular lattice positions do
not act as scattering centres.

4.2 Cooper pairs
We consider a metal at T —• 0. All states inside the Fermi sphere are filled with electrons

while all states outside are empty. In 1956 Cooper studied [18] what would happen if two
electrons were added to the filled Fermi sphere with equal but opposite momenta pi = —p2

whose magnitude was slightly larger than the Fermi momentum pp (see Fig. 20). Assuming
that a weak attractive force existed he was able to show that the electrons form a bound system
with an energy less than twice the Fermi energy , impair < 2EF- The mathematics of Cooper
pair formation will be outlined in Appendix A .
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Figure 19: Temperature dependence of the resistivity of OFHC (oxygen-free high conductivity)
copper and of 99.999% pure annealed copper. Plotted as a dashed line is the calculated resistivity
of copper without any impurities and lattice defects (after M.N. Wilson [17]).
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Figure 20: A pair of electrons of opposite momenta added to the full Fermi sphere.

What could be the reason for such an attractive force? First of all one has to realize that
the Coulomb repulsion between the two electrons has a very short range as it is shielded by the
positive ions and the other electrons in the metal. So the attractive force must not be strong if
the electrons are several lattice constants apart. Already in 1950, Frohlich and, independently,
Bardeen had suggested that a dynamical lattice polarization may create a weak attractive po-
tential. Before going into details let us look at a familiar example of attraction caused by the
deformation of a medium: if you are cross-country skiing in very deep snow you will find this
quite cumbersome, there is a lot of 'resistance'. Now you discover a track made by another skier,
a 'Loipe', and you will immediately realize that it is much more comfortable to ski along this
track than in any other direction.

This picture can be adopted for our electrons. The first electron flies through the lattice
and attracts the positive ions. Because of their inertia they cannot follow immediately, the
shortest response time corresponds to the highest possible lattice vibration frequency. This is
called the Debye frequency OJQ. The maximum lattice deformation lags behind the electron by
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a distance
d sa vF — «s 100 - 1000 nm . (16)
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Figure 21: Dynamical deformation of the crystal lattice caused by the passage of a fast electron.
(After Ibach, Liith [19]).

Obviously, the lattice deformation attracts the second electron because there is an accu-
mulation of positive charge. The attraction is strongest when the second electron moves right
along the track of the first one and when it is a distance d behind it, see Fig. 21. This explains
why a Cooper pair is a very extended object, the two electrons may be several 100 to 1000
lattice constants apart. For a simple cubic lattice, the lattice constant is the distance between
adjacent atoms.
In the example of the cross-country skiers or the electrons in the crystal lattice, intuition sug-
gests that the second partner should preferably have the same momentum, p^ = Pi although
opposite momenta p*2 = ~P\ are not so bad either. Quantum theory makes a unique choice:
only electrons of opposite momenta form a bound system, a Cooper pair. I don't know of any
intuitive argument why this is so. (The quantum theoretical reason is the Pauli Principle but
there exists probably no intuitive argument why electrons obey the Pauli Exclusion Principle
and are thus extreme individualists while other particles like the photons in a laser or the atoms
in superfluid helium do just the opposite and behave as extreme conformists. One may get used
to quantum theory but certain mysteries and strange feelings will remain.)
The binding energy of a Cooper pair turns out to be small, 10~4 - 10~3 eV, so low temperatures
are needed to preserve the binding in spite of the thermal motion. According to Heisenberg's
Uncertainty Principle a weak binding is equivalent to a large extension of the composite system,
in this case the above-mentioned d = 100 - 1000 nm. As a consequence, the Cooper pairs in
a superconductor overlap each other. In the space occupied by a Cooper pair there are about
a million other Cooper pairs. Figure 22 gives an illustration. The situation is totally different
from composite systems like atomic nuclei or atoms which are tightly bound and well-separated
objects. The strong overlap is an important prerequisite of the BCS theory because the Cooper
pairs must change their partners frequently in order to provide a continuous binding.
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Figure 22: Cooper pairs and single electrons in the crystal lattice of a superconductor. (After
Essmann and Trauble [12]).

4.3 Elements of the BCS theory
After Cooper had proved that two electrons added to the filled Fermi sphere were able

to form a bound system with an energy EpaiT < 2Ep, it was immediately realized by Bardeen,
Cooper and Schrieffer that also the electrons inside the Fermi sphere should be able to group
themselves into pairs and thereby reduce their energy. The attractive force is provided by lattice
vibrations whose quanta are the phonons. The highest possible phonon energy is

huD = kB&D « 0.01 - 0.02 eV . (17)

Therefore only a small fraction of the electrons can be paired via phonon exchange, namely
those in a shell of thickness ±hu>D around the Fermi energy. This is sketched in Fig. 23. The
inner electrons cannot participate in the pairing because the energy transfer by the lattice is
too small. One has to keep in mind though that these electrons do not contribute to normal
conduction either. For vanishing electric field a Cooper pair is a loosely bound system of two
electrons whose momenta are of equal magnitude but opposite direction. All Cooper pairs have
therefore the same momentum P = 0 and occupy exactly the same quantum state. They can be
described by a macroscopic wave function $ in analogy with a radio wave in which the photons
are all in phase and have the same wavelength. The macroscopic photon wave function is the
vector potential from which one can derive the electric and magnetic field vectors.

The reason why Cooper pairs are allowed and even prefer to enter the same quantum
state is that they behave as Bose particles with spin 0. This is no contradiction to the fact that
their constituents are spin 1/2 Fermi particles. Figure 23 shows very clearly that the individual
electrons forming the Cooper pairs have different momentum vectors p, p', p",... which how-
ever cancel pairwise such that the pairs have all the same momentum zero. It should be noted
though that Cooper pairs differ considerably from other Bosons such as helium nuclei or atoms:
They are not 'small' but very extended objects, they exist only in the BCS ground state and
there is no excited state. An excitation is equivalent to breaking them up into single electrons.

The BCS ground state is characterized by the macroscopic wave function 9 and a ground
state energy that is separated from the energy levels of the unpaired electrons by an energy gap.
In order to break up a pair an energy of 2A is needed. This is illustrated in Fig. 24.
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Figure 23: Various Cooper pairs (p, — p), (p ' , —p'), (p", —p"),... in momentum space
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Figure 24: (a) Energy gap between the BCS ground state and the single-electron states,
(b) Reduction of energy gap in case of current flow.

There is a certain similarity with the energy gap between the valence and the conduction
band in a semiconductor but one important difference is that the energy gap in a superconductor
is not a constant but depends on temperature. For T -+TC one gets A(T) —• 0. The BCS theory
makes a quantitative prediction for the function A(T) which is plotted in Fig. 25 and agrees
very well with experimental data. One of the fundamental formulae of the BCS theory is the
relation between the energy gap A(0) at T = 0, the Debye frequency un and the electron-lattice
interaction potential VQ:

Here Af(Ep) is the density of single-electron states of a given spin orientation at E = EF
(the other spin orientation is not counted because a Cooper pair consists of two electrons with
opposite spin). Although the interaction potential Vo is assumed to be weak, one of the most
striking observations is that the exponential function cannot be expanded in a Taylor series
around Vo — 0 because all coefficients vanish identically. This implies that Eq. (18) is a
truely non-perturbative result. The fact that superconductivity cannot be derived from normal
conductivity by introducing a 'small' interaction potential and applying perturbation theory
(which is the usual method for treating problems of atomic, nuclear and solid state physics that
have no analytical solution) explains why it took so many decades to find the correct theory.
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Figure 25: Temperature dependence of the energy gap according to the BCS theory and com-
parison with experimental data.

The critical temperature is given by a similar expression

(19)

Combining the two equations we arrive at a relation between the energy gap and the critical
temperature which does not contain the unknown interaction potential

A(0) = 1.76 kBTc.

The following table shows that this remarkable prediction is fulfilled rather well.

(20)

element
A(0)/kBTc

Sn
1.75

In
1.8

Tl
1.8

Ta
1.75

Nb
1.75

Hg
2.3

Pb
2.15

In the BCS theory the underlying mechanism of superconductivity is the attractive force
between pairs of electrons that is provided by lattice vibrations. It is of course highly desirable
to find experimental support of this basic hypothesis. According to Eq. (19) the critical tem-
perature is proportional to the Debye frequency which in turn is inversely proportional to the
square root of the atomic mass M:

Tc<xuD<x 1/VM.

If one produces samples of different isotopes of a superconducting element one can check this
relation. Figure 26 shows Tc measurements on tin isotopes. The predicted l/y/~M law is very
well obeyed.

4.4 Supercurrent and critical current

The most important task of a theory of superconductivity is of course to explain the
vanishing resistance. We have seen in Sec. 4.1 that the electrical resistance in normal metals is
caused by scattering processes so the question is why Cooper pairs do not suffer from scattering
while unpaired electrons do.
To start a current in the superconductor, let us apply an electric field EQ for a short time St.
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Figure 26: The critical temperature of various tin isotopes.

Both electrons of a Cooper pair receive an additional momentum Sp = -eE0St so after the
action of the field all Cooper pairs have the same non-vanishing momentum

P - hK = -2eE06t.

Associated with this coherent motion of the Cooper pairs is a supercurrent density

f eh -
J. = -n,—A .m

(21)

Here nc is the Cooper-pair density. It can be shown (see e.g. Ibach, Liith [19]) that the
Cooper-pair wave function with a current flowing is simply obtained by multiplying the wavr
function at rest with the phase factor

exp(i'A" • R) .

Here R = (r~i + f2)/2 is the coordinate of the centre of gravity of the two electrons. Moreover
the electron-lattice interaction potential is not modified by the current flow. So all equations
of the BCS theory remain applicable and there will be still an energy gap provided the energy
gain <5impair of the Cooper pair is less than 2A, see Fig. 24b. It is this remaining energy gap
which prevents scattering. As we have seen there are two types of scattering centres: impurities
and thermal lattice vibrations. Cooper pairs can only scatter when they gain sufficient energy
to cross the energy gap. An impurity is a fixed heavy target and scattering cannot increase the
energy of the electrons of the pair, therefore impurity scattering is prohibited for the Cooper
pairs. Scattering on thermal lattice vibrations does not occur as long as the thermal energy is
too small to surpass the energy gap (that means as long as the temperature is less than the
critical temperature for the given current density). So we arrive at the conclusion that there is
resistance-free current transport provided there is still an energy gap present (2A — 6EvaiT > 0)
and the temperature is sufficiently low (T < TC{JS)).
The supercurrent density is limited by the condition that the energy gain 6£pajr must be less
than the energy gap. This leads to the concept of the critical current density. The energy of
the Cooper pair is, after application of the electric field,

= r^ (p + P/2)2 + (-p + P/2)2) = ^ •'pair
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with 6£pair ~ PFP/71^- From the condition SEpaiir < 2A we get

Js < Jc w 2e nc A/PF • (22)

Coupled to a maximum value of the current density is the existence of a critical magnetic field.
The current flowing in a long wire of type I superconductor is confined to a surface layer of
thickness A/,, see Fig. 6c. The maximum permissible current density Jc is related to the critical
field

BC(T) = MO AL JC(T) « / /0AL 2enc A(T)/pF . (23)

The temperature dependence of the critical field is caused by the temperature dependence of
the gap energy.

The above considerations on resistance-free current flow may appear a bit formal so I would
like to give a more familiar example where an energy gap prevents 'resistance' in a generalized
sense. We compare crystals of diamond and silicon. Diamond is transparent to visible light,
silicon is not. So silicon represents a 'resistance' to light. Why is this so? Both substances
have exactly the same crystal structure, namely the 'diamond lattice' that is composed of two
face-centred cubic lattices which are displaced by one quarter along the spatial diagonal. The
difference is that diamond is built up from carbon atoms and is one of the best electrical
insulators while a silicon crystal is made from Si atoms and is a semiconductor. In the band
theory of solids there is an energy gap Eg between the valence band and the conduction band.
The gap energy is around 7 eV for diamond and 1 eV for silicon. Visible light has a quantum
energy of about 2.5 eV. A photon impinging on a silicon crystal can lift an electron from
the valence to the conduction band and is thereby absorbed. The same photon impinging on
diamond is unable to supply the required energy of 7 eV, so this photon simply passes the
crystal without absorption. (Quantum conditions of this kind have already been known in the
Stone Age. If hunters wanted to catch an antelope that could jump 2 m high, they would dig
a hole 4 m deep and then the animal could never get out because being able to jump 2 m in
two successive attempts is useless for overcoming the 4 m. The essential feature of a quantum
process, namely that the energy gap has to be bridged in a single event, is already apparent in
this trivial example).

5 THE VECTOR POTENTIAL IN QUANTUM THEORY
Several important superconductor properties, in particular the magnetic flux quantisation,

can only be explained by studying the magnetic vector potential and its impact on the so-called
'canonical momentum' of the charge carriers. Since this may not be a familiar concept I will
spend some time to discuss the basic ideas and the supporting experiments which are beautiful
examples of quantum interference phenomena.

5.1 The vector potential in electrodynamics
In classical electrodynamics it is often a matter of convenience to express the magnetic

field as the curl (rotation) of a vector potential

B = V x A.

The magnetic flux through an area F can be computed from the line integral of A along the rim
of F by using Stoke's theorem:

= j J B d F = I A-da. (24)
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Figure 27: Magnetic field and vector potential of a solenoid.

We apply this to an interesting case namely the solenoidal coil sketched in Fig. 27.
The magnetic field has a constant value B = BQ inside the solenoid and vanishes outside

if we assume that the length of the coil is much larger than its radius R. The vector potential
has only an azimuthal component and can be computed using Eq. (24):

\BQ -r for r < R

\BQ— for r > R
i r

Computing B = V x A in cylindrical coordinates just gives the expected result

for r < R
iotr>R .

What do we learn from this example?
(a) The vector potential is basically parallel to the current but perpendicular to the magnetic
field.
(b) There are regions in space where the vector potential is non-zero while the magnetic field
vanishes. Here it is the region r > R. A circular contour of radius r > R definitely includes
magnetic flux, namely BQTTR2 for all r > R, so A must be non-zero, although 5 = 0.

The vector potential is not uniquely defined. A new potential A' = A + V^ with an
arbitrary function x(xi Viz) leaves the magnetic field B invariant because the curl of a gradient
vanishes identically. For this reason it is often said that the vector potential is just a useful
mathematical quantity without physical significance of its own. In quantum theory this point
of view is entirely wrong, the vector potential is of much deeper physical relevance than the
magnetic field.

5.2 The vector potential in quantum theory
In quantum theory the vector potential is a quantity of fundamental importance:

(1) A is the wave function of the photons;
(2) in an electromagnetic field the wavelength of a charged particle is modified by the vector
potential.
For the application in superconductivity we are interested in the second aspect. The de Broglie
relation states that the wavelength we have to attribute to a particle is Planck's constant divided
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by the particle momentum

(25)

For a free particle one has to insert p = mv. It turns out that in the presence of an electromag-
netic field this is no longer correct, instead one has to replace the mechanical momentum mv
by the so-called 'canonical momentum'

p = mv + qA (26)

where q is the charge of the particle (q = -e for an electron). The wavelength is then

2irh
mv + qA '

If one moves by a distance Ax, the phase <p of the electron wave function changes in free space
by the amount

27rA ! - VAip = —Ax — —mv • Ax .
A ft

In an electromagnetic field there is an additional phase change

A<p' = -—A -Ax .
n

This is called the Aharonov-Bohm effect after the theoreticians who predicted the phenomenon
[20]. The phase shift should be observable in a double-slit experiment as sketched in Fig. 28.
An electron beam is split into two coherent sub-beams and a tiny solenoid coil is placed between
these beams. The sub-beam 1 travels antiparallel to A, beam 2 parallel to A. So the two
sub-beams gain a phase difference

e / - - e
Sip = 6<f0 + ^ f A • ds = 6(f0 + jT (27)

solenoid coil

path 1

path 2

Figure 28: Schematic arrangement for observing the phase shift due to a vector potential.

Here 6<p0 is the phase difference for current 0 in the coil. The Aharonov-Bohm effect was
verified in a beautiful experiment by Mollenstedt and Bayh in Tubingen [21]. The experimental
setup and the result of the measurements are shown in Fig. 29. An electron beam is split by a
metalized quartz fibre on negative potential which acts like an optical bi-prism. Two more fibres
bring the two beams to interference on a photographic film. Very sharp interference fringes are
observed. Between the sub-beams is a 14 /xm-diameter coil wound from 4 pm thick tungsten
wire. The current in this coil is first zero, then increased linearly with time and after that
kept constant. The film to register the interference pattern is moved in the vertical direction.
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Figure 29: Sketch of the Mollenstedt-Bayh experiment and observed interference pattern.

Thereby the moving fringes are depicted as inclined lines. The observed shifts are in quantitative
agreement with the prediction of Eq. (27).

An interesting special case is the phase shift 6if = TT that interchanges bright and dark
fringes. According to Eq. (27) this requires a magnetic flux

, h h
*ma* = X e = 27

which turns out to be identical to the elementary flux quantum in superconductors, see Sec. 6.
In the Mollenstedt experiment however, continuous phase shifts much smaller than TT are visible,
so the magnetic flux through the normal-conducting tungsten coil is not quantised (there is also
no theoretical reason for flux quantisation in normal conductors).
Although the magnetic field is very small outside the solenoid, and the observed phase shifts
are in quantitative agreement with the expectation based on the vector potential, there have
nevertheless been sceptics who tried to attribute the observed effects to some stray magnetic
field. To exclude any such explanation a new version of the experiment has recently been carried
out by Tonomura et al. [22] making use of electron holography (Fig. 30). A parallel electron
beam is imaged by an electron microscope lens on a photographic plate. To create a holographic
pattern the object is placed in the upper half of the beam while the lower half serves as a
reference beam. A metalized quartz fibre (the bi-prism) brings the two-part beam to an overlap
on the plate. The magnetic field is provided by a permanently magnetised ring of with a few
fxm diameter. The magnet is enclosed in niobium and cooled by liquid helium so the magnetic
field is totally confined. The vector potential, however, is not shielded by the superconductor.
The field lines of B and A are also drawn in the figure. The holographic image shows again a
very clear interference pattern and a shift of the dark line in the opening of the ring which is
caused by the vector potential. This experiment demonstrates beyond any doubt that it is the
vector potential and not the magnetic field which influences the wavelength of the electron and
the interference pattern.



27

Figure 30: Observation of Aharonov-Bohm effect using electron holography (after Tonomura
[22]). The permanent toroidal magnet, encapsuled in superconducting niobium, and the observed
interference fringes are shown.

6 QUANTISATION OF MAGNETIC FLUX
The Meissner-Ochsenfeld effect excludes magnetic field from the bulk of a type I super-

conductor. An interesting situation arises if one exposes a superconducting ring to a magnetic
field. Then one can obtain a trapped flux, threading the hole of the ring as shown in Fig. 31.
Both the London and the BCS theory make the surprising prediction that the flux through the
hole cannot assume arbitrary values but is quantised, i.e. that it is an integer multiple of an
elementary flux quantum

: n $ 0 , n = 0 , l , 2 , . . . (28)

The flux quantum is Planck's constant divided by the charge of the supercurrent carriers.
The BCS flux quantum is thus

*° = JL = ? (»,
while the London flux quantum is twice as big because the charge carriers in the London theory
are single electrons.

6.1 Derivation of flux quantisation
The Cooper-pair wave function in the ring can be written as

The density of Cooper pairs is denoted as nc. The phase <p = <p(s) has to change by n • 2TT when
going once around the ring since * must be a single-valued wave function. We choose a circular
path in the bulk of the ring (Fig. 31c). Then

dtp ,
-~ds = n • 2-K .
as
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Figure 31: Trapping of magnetic flux in a ring. First the normal-conducting ring (T > Tc) is
placed in a magnetic field, then it is cooled down (a) and finally the field is switched off (b).
The integration path is shown in part (c).

In other words: the circumference must be an integer number of wavelengths. In the bulk there
is no current allowed so the Cooper-pair velocity must be zero, v = 0. Therefore the integrand
is

ds h
Using Eq. (24) we see that the magnetic flux enclosed by the circular path is

h
$ m a g = j> A-ds = - -n

In the BCS theory we obtain

27r = n => $o =

6.2 Experimental verification of flux quantisation

In 1961 two experiments on flux quantisation were carried out almost simultaneously, by
Doll and Nabauer [23] in Miinchen and by Deaver and Fairbank [24] in Stanford. I describe
the Doll-Nabauer experiment as it yielded the best evidence. The setup and the results are
shown in Fig. 32. The superconducting ring is here a lead tube prepared by evaporation of
lead on a 10 /xm-thick quartz cylinder which is then suspended by a torsion fibre. Magnetic
flux is captured in the tube by exposing the warm tube to a 'magnetising field' 5 m a g parallel
to the axis, cooling down and switching off the field. Then a transverse oscillating field Bosc is
applied to induce forced oscillations which are observed by light reflection from a small mirror.
The resonant amplitude Ares is proportional to the magnetic moment of the tube, i.e. to the
captured magnetic flux. Without flux quantisation the relation between resonant amplitude and
magnetising field should be linear. Instead one observes a very pronounced stair-case structure
which can be uniquely related to frozen-in fluxes of 0, 1 or 2 flux quanta. Both experiments
proved that the magnetic flux quantum is h/2e and not h/e and thus gave strong support for
the Cooper-pair hypothesis.
There has been a long debate on whether the BCS theory applies also for high-Tc superconductors2.

2 For an excellent recent review of high-Tc superconductors see H. Rietschel [25].
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Figure 32: Observation of flux quantisation [23].

In Fig. 33 the flux through a YBaCuO ring with a weak joint is shown. Flux jumps due to
external field variations occur in multiples of h/2e which is a strong indication for Cooper pair-
ing. Another interesting experiment has been performed using the setup sketched in Fig. 34. A
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Figure 33: Flux through an YBa2Cu3C>7 ring with a weak link [26].

lead strip is bent into ring shape and closed via an intermediate YBajCuaO? piece. It has been
possible to induce a permanent ring current in this combined system of a low-Tc and a high-Tc

superconductor. This is additional evidence that the same charge carriers, namely Cooper pairs,
are present in both superconductors.

6.3 Fluxoid pattern in type II superconductors
Abrikosov predicted that a magnetic field penetrates a type II superconductor in the form

of flux tubes or fluxoids, each containing a single elementary quantum $o> which arrange them-
selves in a triangular pattern to minimize the potential energy related to the mutual repulsion
of the flux tubes. A schematic cross section of a fluxoid is presented in Fig. 35. The magnetic
field lines are surrounded by a super-current vortex. The Cooper-pair density drops to zero at
the centre of the vortex, so the core of a flux tube is normal-conducting.

The area occupied by a fluxoid is roughly given by 7rf2 where f is the coherence length. An
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Figure 34: A lead ring with a transition piece made from YBa2Cu3C>7 [27].

Figure 35: Schematic cross section of a fluxoid.

estimate of the upper critical field is derived from the condition that the nuxoids start touching
each other:

"c2 ~ n_rO • (30)

An important experimental step was the direct observation of the fluxoid pattern. Essmann and
Trauble [12] developed a 'decoration' technique for this purpose. A sample of lead-indium (Pb
6% In) was cooled by liquid helium of 1.2 K. The liquid did not cover the surface of the sample.
Iron was evaporated at some distance from the superconductor and in the 0.8 mbar helium
atmosphere the iron atoms agglomerated to tiny crystals (about 20 nm) that were attracted
by the magnetic field lines and stuck to the sample surface where the fluxoids emerged. After
warming up, a thin film was sprayed on the surface to allow the iron crystals to be removed for
subsequent observation in an electron microscope. The photograph in Fig. 36 shows indeed the
perfect triangular pattern predicted by Abrikosov. Similar pictures have been recently obtained
with high-temperature superconductors.

The electron holography setup mentioned in the last section permits direct visualization of
the magnetic flux lines. Figure 37 is an impressive example of the capabilities of this advanced
method.

7 HARD SUPERCONDUCTORS
7.1 Flux flow resistance and flux pinning

For application in accelerator magnets a superconducting wire must be able to carry a
large current in the presence of a field in the 5 - 1 0 Tesla range. Type I superconductors are



31

Figure 36: Observation of the fluxoid pattern [12].

Figure 37: Holographic image of the magnetic flux lines through a thin lead plate [22].

definitely ruled out because their critical field is less than a few tenths of a Tesla and their
current-carrying capacity is very small since the current is restricted to a thin surface layer
(compare Fig. 6). Type II conductors appear quite appropriate on first sight: they have a
large upper critical field and high currents are permitted to flow in the bulk material. Still
there is a problem, it is called flux flow resistance. If a current flows through an ideal type II
superconductor which is exposed to a magnetic field one observes heat generation. Figure 38
illustrates the mechanism. The current density /exerts a Lorentz force on the flux lines. The
force density (force per unit volume) is

F = JxB.

The flux lines begin to move through the specimen in a direction perpendicular to the current
and to the field. This is a viscous motion (v a F) and leads to heat generation. So although
the current itself flows without dissipation the sample acts as if it had an Ohmic resistance.
The statement is even formally correct. The moving fluxoids represent a moving magnetic field.
According to Special Relativity this is equivalent to an electric field

= ~^B X V .

It is easy to see that i?equiv and /point in the same direction just like in a normal resistor. Flux
flow resistance was studied experimentally by Kim and co-workers [28].
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Figure 38: Fluxoid motion in a current-carrying type II superconductor.

To obtain useful wires for magnet coils the flux motion has to be inhibited. The standard
method is to capture them at pinning centres. The most important pinning centres in niobium-
titanium are normal-conducting Ti precipitates with a size in the 10 nm range. Flux pinning is
discussed in detail in M.N. Wilson's lectures at this school.
A type II superconductor with strong pinning is called a hard superconductor. Hard supercon-
ductors are very well suited for high-field magnets, they permit dissipationless current flow in
high magnetic fields. There is a penalty, however: these conductors exhibit a strong magnetic
hysteresis which is the origin of the very annoying 'persistent-current' multipoles in supercon-
ducting accelerator magnets.

7.2 Magnetisation of a hard superconductor
A type I superconductor shows a completely reversible response to an external magnetic

field Be. The magnetisation M is a unique function of the field, namely the straight line
M(Be) = -5 e / /x0 for 0 < Be < Bc, see Fig. 10. An ideal type II conductor without any flux
pinning should also react reversibly. A hard superconductor is only reversible when it is in the
Meissner state because then no magnetic field enters the bulk, so no flux pinning can occur.
If the field is raised beyond Bc\ magnetic flux enters the sample and is captured at pinning
centres. When the field is reduced again these flux tubes remain bound and the specimen keeps
a frozen-in magnetisation even for vanishing external field. One has to invert the field polarity
to achieve M = 0 but the starting point (Be = 0, M — 0) can only be reached by warming up
the specimen to destroy superconductivity and release any captured flux, and by cooling down
again. A typical hysteresis curve is shown in Fig. 39a. There is a close resemblence with the
hysteresis in iron except for the sign: the magnetisation in a superconductor is opposed to the
magnetising field because the physical mechanism is diamagnetism. In an accelerator the field
is usually not inverted and then the hysteresis has the shape plotted in Fig. 39b.
Detailed studies on superconductor magnetisation were performed in the HERA dipoles. The

sextupole component is a good measure of M. Immediately after cooldown a dipole was excited
to low fields. In Fig. 40 the sextupole field B3 at a distance of 25 mm from the dipole axis
is plotted as a function of the dipole field B\ on the axis. One can see that the sextupole is
a reversible function of B\ up to about 25 mT (the lower critical field of NbTi is somewhat
smaller, around 15 mT, but in most parts of the coil the local field is less than the value B\ on
the axis). The superconducting cable is therefore in the Meissner phase. Increasing B\ to 50
mT already leads to a slight hysteresis so a certain amount of magnetic flux enters the NbTi
filaments and is captured there. With increasing field the hysteresis widens more and more and
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Figure 39: (a) Magnetic hysteresis of a hard superconductor, (b) Magnetisation hysteresis for
the field cycle of accelerator magnets.
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Figure 40: Sextupole field in a HERA dipole in the Meissner phase and slightly above.

is eventually nearly symmetric to the horizontal axis. The sextupole hysteresis observed in the
standard field cycle at HERA is plotted in Fig. 41a. A similar curve is obtained for the 12-pole
in the quadrupoles.

Only in a 'virgin' magnet, that is right after cool-down, is there the chance to influence the
width of the hysteresis curve. This fact was used to advantage during the commissioning of
the HERA proton storage ring. The first beam test was made with positrons of only 7 GeV
since the nominal 40 GeV protons were not yet available. At the corresponding dipole field of
70 mT (coil current 42.5 A) the persistent-current sextupole component would have been two
orders of magnitude larger than tolerable if the standard field cycle had been used. To eliminate
the sextupole, all magnets were warmed to 20 K to extinguish any previous superconductor
magnetisation and cooled back to 4.4 K. Then the current loop 0 -*• 112 A —»• 42.5 A was
performed which resulted in an almost vanishing sextupole (see Fig. 41b). A similar procedure
was used in the first run with 40 GeV protons, this time with the loop 0 —»• 314 A —» 244.5
A. The measured chromaticity indeed proved an almost perfect sextupole cancellation. For the
routine operation of HERA these procedures are of course not applicable because they require
a warm-up of the whole ring. Instead, sextupole correction coils must be used to compensate
the unwanted field distortions.

7.3 Flux creep
The pinning centres prevent flux flow in hard superconductors but some small flux creep

effects remain. At finite temperatures, even as low as 4 K, a few of the flux quanta may be
released from their pinning locations by thermal energy and then move out of the specimen
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Figure 41: (a) The sextupole component in the HERA dipoles for the standard field cycle
4.7 T -> 0.05 T - • 4.7 T.
(b) Sextupole field for the first beam test with positrons of 7 GeV.

thereby reducing the magnetisation. The first flux creep experiment was carried out by Kim
et al. [29] using a small NbZr tube. If one plots the internal field at the centre of the tube
as a function of the external field the well-known hysteresis curve is obtained in which one can
distinguish the shielding and the trapping branch, see Fig. 42a. Kim and co-workers realized
that on the trapping branch the internal field exhibited a slow logarithmic decrease with time
while on the shielding branch a similar increase was seen (Fig. 42b). Both observations can be
explained by assuming a log t decay of the critical current density.
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Figure 42: (a) Hysteresis of the internal field in a tube of hard superconductor,
dependence of the internal field on the trapping and the shielding branch [29].

(b) Time

A logarithmic time dependence is something rather unusual. In an electrical circuit with
inductive and resistive components the current decays exponentially like exp(—t/r) with a time
constant r = LjR. A theoretical model for thermally activated flux creep was proposed by
Anderson [30]. The pinning centres are represented by potential wells of average depth UQ and
width a in which bundles of flux quanta with an average flux n $ 0 are captured. At zero current
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the probability that flux leaves a potential well is proportional to the Boltzmann factor

P0<xexp{-U0/kBT).

When the superconductor carries a current density J the potential acquires a slope proportional
to the driving force density F oc n$0J. This slope reduces the effective potential well depth to
U = Uo - AUwith AU « n^QJal, see Fig. 43. Here / is the length of the flux bundle. The
probability for flux escape increases

= Poexp{+AU/kBT).

3 = 0

XJ

3>0

Figure 43: Sketch of the pinning potential without and with current flow and field profile across
the NbZr tube.

We consider now the tube in the Kim experiment at a high external field Bext on the
trapping branch of the hysteresis curve. The internal field is then slightly larger, namely by the
amount J9jnt — Bext — fioJcw where Jc is the critical current density at the given temperature
and magnetic field and w the wall thickness. Under the assumption Bint-"Bext < #ext both field
and current density are almost constant throughout the wall. The reduction in well depth AU
is proportional to the product of these quantities. If a bundle of flux quanta is released from its
well, it will 'slide' down the slope and leave the material. In this way space is created for some
magnetic flux from the bore of the cylinder which will migrate into the conductor and refill the
well. As a consequence the internal field decreases and with it the critical current density in the
wall. Its time derivative is roughly given by the expression

(31)

(32)

This result implies that for given temperature and magnetic field the critical current density is
not really a constant but depends slightly on time. What one usually quotes as Jc is the value
obtained after the decay rate on a linear time scale has become unmeasurably small.
A nearly logarithmic time dependence is also observed in the persistent-current multipole fields
of accelerator magnets, see the lecture by A. Devred at this school. So it seems tempting to

dt r \kBTJ r V kBT

where C is a constant. The solution of this unusual differential equation is
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Figure 44: (a) Decay of sextupole coefficient in a HERA dipole at 0.23 Tesla for different
currents in the initialising cycle (0 —• Jmax —• 50 A—>• 250 A) [31]. (b) Time dependence of the
magnetisation of a superconductor sample for different fields Bmax in the initializing cycle [32].

attribute the effect to flux creep. Surprisingly, the decay rates are generally much larger than
typical flux creep rates and depend moreover on the maximum field level in a preceding exci-
tation, see Fig. 44a. In cable samples this is not the case as is evident from Fig. 44b. The
average magnetisation of a 5 m-long cable sample decays at low field (B = 0 in this case) by
less than 1% per decade of time, and the decay rate is totally independent of the maximum field

in the preceding cycle. The observed rate agrees well with other data on flux creep in NbTi.

Obviously, superconductor properties alone cannot account for the time dependence of
persistent-current fields in magnets. The field-generating transport current and position-dependent
eddy current effects play a role in magnets. There may a redistribution of current among the
strands in a cable which leads to reduction of superconductor magnetisation. Attempts to con-
struct a quantitative model have failed so far.
Flux creep has become an important issue after the discovery of high-temperature superconduc-
tors. Figure 45 shows that the magnetisation of YBaCuO samples decays rapidly, in particular
for single crystals. One speaks of 'giant flux creep'. This is a strong hint that flux pinning
is insufficient at 77 K and implies that the presently available materials are not yet suited to
building magnets cooled by liquid nitrogen.

8 JOSEPHSON EFFECTS
In 1962 B.D. Josephson made a theoretical analysis of the tunneling of Cooper pairs

through a thin insulating layer from one superconductor to another and predicted two fascinating
phenomena which were fully confirmed by experiment. A schematic experimental arrangement
is shown in Fig. 46.
(1) DC Josephson effect. If the voltage Vo across the junction is zero there is a dc Cooper-
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Figure 45: Comparison of superconductor magnetisation decay due to flux creep in NbTi at
a temperature of 4.2 K, in oriented-grained YBa2Cu3Ox at 77 K and in a YBa2Cu30r single
crystal at 60 K [33].

Figure 46: Schematic arrangement for studying the properties of a Josephson junction.

pair current which can assume any value in the range

-IQ < I < Io

where Io is a maximum current that depends on the Cooper-pair densities and the area of the
junction.
(2) AC Josephson effect. Increasing the voltage of the power supply eventually leads to
a non-vanishing voltage across the junction and then a new phenomenon arises: besides a dc
current which however is now carried by single electrons there is an alternating Cooper-pair
current

I(t) = Io sin(2ir/j* + ipo) (33)
whose frequency, the so-called Josephson frequency, is given by the expression

2eVQfj = (34)

For a voltage Vo = 1 /j.V one obtains a frequency of 483.6 MHz. The quantity <p0 is an arbitrary
phase. Equation (34) is the basis of extremely precise voltage measurements.

8.1 Schrodinger equation of the Josephson junction
The wave functions in the superconductors 1 and 2 are called Vi and fa- Due to the

possibility of tunneling through the barriere the two Schrodinger equations are coupled

Krfo, (35)
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The quantity K is the coupling parameter. The macroscopic wave functions can be expressed
through the Cooper-pair densities n\,n2 and the phase factors

(36)

We insert this into (35) and obtain

( hi ,
pi I si

and

4- 4- K

Now we multiply these equation with exp(-iipi) resp. exp(-i</?2) and separate the real and
imaginary parts:

. _ 2K . . ,
ft

n2 =

KJ—cos(v2-Vi)V "
*./— cos(y>i -
V "2

(37)

For simplicity we consider the case where the two superconductors are identical, so n2 = ri\.
The Cooper-pair energies E\ and E^ differ by the energy gained upon crossing the voltage VQ:

E2 = Ei- 2eV0 .

The equations simplify

IK .
m = -r-na sin(v?2 -<pi) = -n 2 ,n

1 2eF0

= - J T ( £ 2 - £ I ) = — •

Integrating the second equation (38) yields the Josephson frequency

n

(38)

(39)

The Cooper-pair current through the junction is proportional to hi. Using (38) and (39) it can
be written as

J(t) = Io sin (^-t + ipo^ - (40)

There are two cases:

(1) For zero voltage across the junction we get a dc current

/ = /o sin (fo

which can assume any value between -IQ and -)-/o since the phase <po is not specified.
(2) For VQ -/t 0 there is an ac Cooper-pair current with exactly the Josephson frequency.
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8.2 Superconducting quantum interference
A loop with two Josephson junctions in parallel (Fig. 47) exhibits interference phenomena

that are similar to the optical diffraction pattern of a double slit. Assuming zero voltage across
the junctions the total current is

/ = Ia + h - /o(sin <pa 4- sin w) •

When a magnetic flux $mag threads the area of the loop, the phases differ according to Sec. 5
by

2e r - , 2e _
- <fa = T <P A • ds = — $ r

ft J n
<Pb

With <p0 - (<pa + <Pb)/2 we get

and the current is
/ = sin

e .
c o s ( —< (41)

As a function of the magnetic flux one obtains a typical double-slit interference pattern as shown
in Fig. 47. Adjacent peaks are separated by one flux quantum A$m a g = $o> so by counting
flux quanta one can measure very small magnetic fields. This is the basic principle of the Super-
conducting Quantum Interference Device (SQUID). Technically one often uses superconducting
rings with a single weak link which acts as a Josephson junction. Flux transformers are applied
to increase the effective area and improve the sensitivity.

-0.04 -0.02 0.02 0.04 B[mT]

Figure 47: A loop with two Josephson junctions and the observed interference pattern [34]. The
amplitude modulation is caused by the finite width of the junctions.

It is possible to capture fluxoids in superconductor tunnel contacts. The surrounding
vector potential then leads to a spatial variation of the Josephson current. Huebener et al. [35]
have investigated this in a scanning electron microscope. The heating due to the electron beam
reduces the maximum Josephson current locally. Figure 48 shows the setup and the scanned
current pattern for five captured fluxoids whose axes lie in the tunnel layer. Two-dimensional
images of captured flux quanta can also be produced by this method.

I want to thank S. Turner for a critical reading of the manuscript and valuable comments.
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barrier

Figure 48: Observation of captured flux quanta in Josephson junctions using a scanning electron
microscope [35].
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APPENDIX A: THE FORMATION OF A COOPER PAIR
To illustrate the spirit of the BCS theory I will present the mathematics of Cooper-pair

formation. Let us consider a metal at T = 0. The electrons fill all the energy levels below the
Fermi energy while all levels above EF are empty. The wave vector and the momentum of an
electron are related by

p=hk.

In the three-dimensional k space the Fermi sphere has a radius kF = y/2mEFjh,. To the fully
occupied Fermi sphere we add two electrons of opposite wave vectors k\ — —k2 whose energy
Ex = E2 = h2k2/(2m) is within the spherical shell (see Figs. 20, 23)

EF < Ei < EF + huD . (42)

From Sec. 3 we know that hup is the largest energy quantum of the lattice vibrations. The
interaction with the 'sea' of electrons inside the Fermi sphere is neglected except for the Pauli
Principle: the two additional electrons are forbidden to go inside because all levels below EF are
occupied. Under this assumption the two electrons together have the energy 2E\ > 2EF. Now
the attractive force provided by the lattice deformation, is taken into consideration. Following
Cooper [18] we must demonstrate that the two electrons then form a bound system, a 'Cooper
pair', whose energy drops below twice the Fermi energy

Epair = 2EF -6E < 2EF .

The Schrodinger equation for the two electrons reads

| , r2) + V(rur2)i>(fuf2) = E^rftfur2) (43)

where V is the interaction potential due to the dynamical lattice polarisation. In the simple
case of vanishing interaction, V = 0, the solution of (43) is the product of two plane waves

^ ( n , f2) = - = exp(i£i • fi) • - = exp{ik2 • r2) = -=^ exp(ik • f)
V L

with fci = —k2 = k the A;-vector, f= f\ — f2 the relative coordinate and X3 the normalisation
volume. The most general solution of Eq. (43) with V = 0 is a superposition of such functions

1 -
ij)(r) = y j 2jp(A;)exp(ifc • f) (44)

with the restriction that the coefficients g(k) vanish unless EF < h2k2/2m < EF + hu£>. This
function is certainly not an exact solution of the equation (43) with V / 0 but for a weak
potential it can be used to obtain the energy EpaiT in first order perturbation theory. For this
purpose we insert (44) into Eq. (43):

h2kn 1
V(f) - Epait exp(tJfc' • r) = 0 .

* '

This equation is multiplied by exp(-t£- f) and integrated, using the orthogonality relations

-L J exp (i(k' - k) • f) d*r = SEP with 6rk, = j Jfor k = k'
0 otherwise.
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Introducing further the transition matrix elements of the potential V

V%p = Jexp (-»(£ - *') • r) V(r)d3r (45)

one gets a relation among the coefficients of the expansion (44)

IV*2 „ 1 1
(46)

The matrix element V^, describes the transition from the state (k,—k) to any other state
(P, —k') in the spherical shell of thickness hui£> around the Fermi sphere. Cooper and later
Bardeen, Cooper and Schriuffer made the simplest conceivable assumption on these matrix
elements, namely that they are all equal.

h2k2 tfk12

Vft, = -Vo for EF < -—, —— <EF + Uu>D (47)
2m 2m

and Vj£, = 0 elsewhere. The negative value ensures attraction.
With this extreme simplification the right-hand side of Eq. (46) is no longer k dependent but
becomes a constant

^Y^' %Y:' A. (48)

Then Eq. (46) yields for the coefficients

A A

h2k2/m - Epail h2k*/m - 1EF + 6E

The constant A is still unknown. We can eliminate it by summing this expression over all k and
using (48) once more

. I 3

from which follows

Vo V %2k2/m - 2EF + 6E

Dividing by A leads to the important consistency relation

i 3 Y W/™ - 2EF + 6E
(49)

The sum extends over all k vectors in the shell between EF and EF + ftwp. Since the states are
very densely spaced one can replace the summation by an integration

where J\f{E) is the density of single-electron states for a definite spin orientation. (The states
with opposite spin orientation must not be counted because a Cooper pair consists of two
electrons of opposite spin). The integration spans the narrow energy range [EF, EF + hup] so
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Af(E) can be replaced by Af(Ep) and taken out of the integral. Introducing a scaled energy
variable

h2k2

formula (49) becomes

The integral yields
1

6E
The energy shift is

6E =
exp(2/(V0Af(EF)) - 1 •

For small interaction potentials (VoAf(EF) < 1) this leads to the famous Cooper formula

Except for a factor of 2 the same exponential appears in the BCS equations for the energy gap
and the critical temperature.
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APPENDIX B: SURFACE RESISTANCE IN MICROWAVE FIELDS

In high-frequency electromagnetic fields a superconductor is no longer free of energy dis-
sipation. The reason is that the a.c. magnetic field penetrates into the material about one
London-penetration-length deep and induces an oscillating electric field. As a consequence eddy
currents of the unpaired electrons result leading to Ohmic heating. The amplitude of the electric
field derives from the Maxwell equation

So, for a periodic surface magnetic field Bs cos(u;i), the electric field in the London penetration
layer is proportional to the frequency and the B field: Es oc u>Bs. The single-electron current
density Je is proportional to the density ,ie of unpaired electrons and to the electric field, so the
dissipated power density is

Pdiss = JeEs<x neuj2B2
s .

The probability for finding an unpaired electron with an energy E > Ep + A (compare Fig. 24)
is calculated using the Fermi-Dirac distribution function. The number of unpaired electrons is

The approximation is valid for T < Tc[2. Using Eq. (20) to express the energy gap in terms of
the critical temperature we obtain for the dissipated power per unit volume

u>2 Bs exp(-1.76Tc/T) . (52)

For the surface resistance one obtains the expression

Rs = ^u2 exp(-1.76Tc/r) + # res . (53)

The quantity A depends on the mean free path of the unpaired electrons; Ries is the residual
resistance caused by impurities or defects.

NEXT PAQE(S)
left BLANK
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SUPERCONDUCTING MATERIALS FOR MAGNETS

Martin N. Wilson
CERN, Geneva, Switzerland

Abstract
Superconducting materials for magnets will be discussed from three
viewpoints: firstly the basic physical properties of the materials
themselves, secondly the constraints and preferences imposed by the
requirements of magnet building and finally, the manufacture of magnet
conductors as a commercial product.

1 . INTRODUCTION

Superconducting materials for magnets have been manufactured on a commercial basis for
about 30 years and can now be regarded as a mature, but still evolving, industrial product.
Accelerators such as the Tevatron, HERA and RHIC have so far constituted the largest
individual units of consumption, but they are not the largest market The largest total sales per
annum have, over the last decade, been for the construction of magnets for medical MRI
imaging.

With the exception of a few small developmental magnets, all useable magnets built to
date have used the low temperature, high field, Type II superconducting materials. The newer
high temperature materials are described elsewhere in these proceedings [1]. Niobium titanium
alloy NbTi is currently the standard 'work horse' of the superconducting magnet industry. It
has been used in all accelerators so far constructed or planned, for all MRI systems and most
other magnets. It is a ductile alloy with mechanical properties which make it easy to fabricate
and use.

Figure 1 shows the critical surface of NbTi: superconductivity prevails everywhere below
the surface and normal resistivity everywhere above it. Superconducting magnets usually
operate at a fixed temperature, generally the boiling point of liquid helium ~ 4.2 K. To see the
performance of the material at this temperature, one takes a slice through the surface at 4.2 K,
thereby obtaining the critical current density versus field, as shown in Fig. 2. Also shown in
Fig. 2 is the typical operating domain for conventional magnets, in which the current density is
limited by ohmic heating and field is limited by the saturation of iron. Superconducting magnets
do not need iron yokes, although iron is often used to screen the fringe field — and of course
they have no ohmic heating. Current density is thus set only by the properties of the
superconducting material, although we shall see later that there are many practical considerations
which cause this very high current density to be diluted in practice. Nevertheless, the operating
current densities of superconducting magnets are typically 1-2 orders of magnitude higher than
conventional magnets, which means that higher fields may be produced with more compact
windings. This compactness, together with the lack of ohmic dissipation and the capacity for
higher fields, is why superconducting magnets are so attractive for use in particle accelerators.

At 4.2 K the superconducting properties of NbTi are adequate up to fields of about 9 T,
after which they fall off steeply. For magnets above this field, one of the brittle intermetallic
compounds, usually niobium tin Nb3Sn, must be used. As shown in Fig. 2, Nb3Sn is able to
reach ~ 20 T, with even higher current density than NbTi, although in practice the dilution of
current density is greater in Nb3Sn conductors than NbTi. For even higher fields, there are
several other intermetallic compounds which offer the possibility of higher performance than
Nb3Sn, but they have not yet been developed commercially.

* On secondment from Oxford Instruments, Accelerator Technology Group, Osney Mead, Oxford, OX2 ODX,
England
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Fig. 1 The critical surface of niobium titanium:
superconductivity prevails everywhere below
the surface and normal resistivity everywhere
above it.

Fig. 2 The critical current densities at 4.2 K
of NbTi and Nb3Sn. Also shown for
comparison is the usual operating region of
conventional iron-yoke magnets with water-
cooled copper windings.

In the following three sections, we first describe the physical properties of the main
magnet materials. We then move on to discuss the particular constraints, problems and
performance requirements which arise when these conductors are used in magnets. On the basis
of these constraints, we define a set of design criteria for magnet conductors and then describe
the practical industrial production of magnet materials.

2 . SURVEY OF MATERIALS

2.1 Properties of the technical type II superconductors
As described in other lectures [2], the key parameters of critical field, temperature and

current have rather different origins. Critical temperature and field are essentially determined by
the chemistry of the material, whereas critical current is determined by its microstructure.
Critical temperature of the material in zero field is simply related to the superconducting energy
gap by:

35kB6c = 2A(0) (1)

where kB is Boltzmann's constant and D(0) is the energy gap at zero degrees. For Type II
superconductors in the so called 'dirty limit', the upper critical field at zero temperature (and
zero current density) is approximately given by [3]:

(2)
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where y is the Sommerfeld coefficient of electronic specific heat and pn is the resistivity in the
normal state. Thus the section through Fig. 1 in the plane of zero current density is totally
determined by the chemistry of that material.

Critical current density is quite a different matter. In their pure uniform annealed state,
Type II superconductors carry no current in the bulk, only on their surface. As described in
earlier lectures, the magnetic field penetrates these superconductors in the form of quantized
fluxoids. For a uniform material, the fluxoids arrange themselves into a regular lattice, as
shown in Fig. 3. A uniform array means a uniform field and hence, from curl B = /z0 / , the
current density is zero.
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Fig. 3 Fluxoid lattice in a Type II superconductor,
sketch shows firstly a uniform lattice and secondly
a gradient, which results in a bulk current density

Fig. 4 The critical temperature and
upper critical field of NbTi at 4.2 K as
a function of alloy composition [4]

In order to promote the flow of currents within the bulk material, it is necessary to
produce a non-uniform fluxoid lattice, with a gradient in density. Such density gradients may
be produced by means of pinning centres, i.e. non-uniformities in the microstructure of the
material which cause the energy of each fluxoid to vary with position, thereby giving rise to
minimum energy configurations. In this way, the natural tendency of the fluxoids to form a
uniform lattice is opposed and concentration gradients can be built up. There are a variety of
microstructural features which can serve as pinning centres. As described in [2], the flux
carried by an individual fluxoid is:

A
2e

Webers (3)

This is a small quantity, it is approximately the flux enclosed by the cross section of human hair
in the earth's magnetic field. For fluxoids arranged in a regular triangular lattice, producing an
overall average field B, the spacing between fluxoids is:
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(4)

For a field of 5 T, the spacing is thus 22 nm. To provide effective flux pinning at 5 T, a
material must therefore have microstructural features on a scale of ~ 20 nm.

Unlike critical field and temperature, critical current density is thus a parameter which
must be 'engineered' by modifying the microstructure. The characteristic curve of Jc versus B
shown in Fig. 2 is a standard design tool of all magnet builders and maximum current carrying
capacity at a given field is their usual criterion of goodness. Much effort has accordingly been
devoted by materials scientists and conductor manufacturers to understanding and improving the
critical current density, with the result that it has steadily improved over the years.

2.2 Niobium titanium

Niobium and titanium are mutually soluble to form ductile alloys over a wide range of
compositions. One may thus choose the composition for optimum critical properties. Figure 4
shows how the critical temperature and upper critical field of NbTi at 4.2 K vary as a function
of composition. Although the broad optimum in critical temperature occurs towards the lower
end of titanium content, commercial alloys are almost always formulated for optimum critical
field, in the range Nb46.5 to 50wt%Ti. The optimum critical field and critical temperature do
not occur at the same composition because the normal state resistivity increases with titanium
content, see Eq. (2). A ternary element, most commonly tantalum, may also be added to the
alloy to produce a modest increase in 5c2of ~ 0.3 T at 4.2 K, rising to 1.3 T at 1.8 K [5].

Originally it was thought that the principle source of flux pinning in NbTi came from the
dislocation cell structure in the wire, which is heavily cold worked in order to reduce it to final
size. Thanks to the work of Larbalestier and the Wisconsin group however it has now become
clear that most of the flux pinning is provided by finely divided deposits of the 'a phase', a
titanium-rich phase which is precipitated on the dislocation cell boundaries as a result of the heat
treatments which are applied during manufacture. As noted above, for optimum pinning the
precipitate cell size should be matched to the fluxoid spacing. Figure 5 shows an electron
micrograph of a NbTi filament which has been processed in such a way as to achieve one of the
highest current densities reported to date: 3700 A/mm2 at 5 T. Figure 6 provides convincing
support for the theory that a Ti is the main source of pinning by plotting Jc versus a Ti content
for this particular conductor.

A recent development in the technology of NbTi has been the use of Artificial Pinning
Centres APC. These pinning centres are produced by incorporating fine fibres of a different
metal, such as copper or niobium, into the NbTi and then drawing down until the APC fibres
have a size and spacing comparable with the fluxoid lattice spacing. To date, some very high
current densities have been obtained at moderate fields [6], but less so at high fields.

The continuing push towards higher fields has lead to NbTi being used at temperatures
lower than 4.2 K. The LHC is designed to operate in superfluid helium at 1.9 K, where the
upper critical field of NbTi is increased from its 4.2 K value of -10.5 T to -14.2 T. High
current densities can thus be achieved up to 10 T and the use of superfluid brings many other
benefits in terms of better cooling and stability.

2 .3 Niobium tin

At present, Nb3Sn is the only other magnet conductor to be produced on a regular
commercial basis. Unlike NbTi, niobium tin is a brittle intermetallic compound having a well
defined stoichiometry Nb3Sn. The crystal structure is of the type A15, which is shown in
Fig. 7. This structure is shared by many other high field Type II intermetallic compounds.
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Fig. 6 Critical current density versus a
Ti content for the NbTi filament shown
in Fig. 5

AiB

Fig. 7 The A15 crystal structure
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Because it is brittle, Nb3Sn as such cannot be fabricated by a wire-drawing process, it
must be formed in situ at its final size. Originally it was produced in the form of tape by either a
chemical vapour deposition process or by a diffusion process. As we shall see in section 3
however, there are several good reasons for wanting the superconductor to be subdivided into
fine filaments and it has accordingly been necessary to develop processing techniques for
making Nb3Sn in this form. The most popular of these techniques is the bronze process [7] in
which filaments of pure Nb are drawn down in a matrix of CuSn, bronze. When the wire has
been drawn down to final size, it is given a heat treatment, during the course of which the tin
diffuses through the bronze and reacts with the niobium to produce Nb3Sn.

The dominant source of flux pinning in Nb3Sn seems to be the grain boundaries.
Figure 8 illustrates this by plotting, as a function of grain size, the maximum pinning force per
unit volume, which is defined as the product of critical current density and field. In general, the
maximum pinning force occurs at about half the upper critical field.

Producing the best critical current density in Nb3Sn is thus a matter of producing the finest
grain structure. Unfortunately this requirement is in direct conflict with the equally important
requirement for optimum Bc and qc, which are only achieved by material of the right
stoichoimetry, i.e. Nb3Sn and not Nb3 2Sn. In material which is produced by diffusion, good
stoichiometry is obtained by long heat treatments at high temperature, but unfortunately such
treatments also produce grain growth. The optimum heat treatment is thus always a
compromise between the conflicting requirements of good stoichiometry and fine grain size. In
this regard, the bronze process is helpful because the copper enables Nb3Sn to form at much
lower temperatures than with pure tin. Other methods for achieving good stoichiometry without
excessive grain growth include fine subdivision and ternary additions.

If the bronze is to remain ductile enough for wire drawing, it must contain no more than
-15% of tin, in fact most practical conductors have so far been made with bronze containing
~12% tin. At the end of the reaction, the depleted bronze remaining occupies at least ~ 4x the
volume of the niobium tin. Unfortunately the electrical and thermal conductivity of this bronze
are not sufficient to play a useful role in stabilizing the conductor (see next section) and so the
space it occupies is essentially wasted, bringing an unwelcome dilution of overall current
density. One expedient for reducing this dilution is to incorporate reservoirs of pure tin within
the cross section of the wire, the so called internal-tin process [8]. During heat treatment, this
additional tin migrates through the bronze to react with the niobium filament In this way, the
cross section of bronze needed to supply the required amount of tin may be considerably
reduced.

An alternative approach to the production of Nb3Sn in filamentary form is the so called
ECN method [9]. In this process, niobium tubes are filled with NbSn2 powder and are then
drawn down in a copper matrix. A heat treatment at final size causes the NbSn2to react with the
niobium forming Nb3Sn.

2.4 Strain sensitivity
like all the A15 compounds, Nb3Sn is very brittle. In bulk form it fractures at a tensile

strain of ~ 0.3%. In finely divided filamentary form, when supported by a surrounding matrix,
it can be strained to ~ 0.7% before fracture, but is nevertheless very fragile. After reaction, the
wires must be handled with extreme care. In fact the most reliable method of making magnets is
to wind the coils and then react the whole coil in its final configuration.

Even if it is not strained to fracture, Nb3Sn exhibits strong strain sensitivity. Figure 9 (a)
shows the change in critical current of several different NbjSn filamentary composites at various
fields as a function of applied strain. On closer investigation, it is found that much of the
complexity in this behaviour is caused by a precompression of the filaments by the bronze
matrix, which contracts much more than the Nb3Sn when the conductor cools from its reaction
temperature to 4.2 K. In fact, the rising part of the curve is actually a region of reducing
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compressive strain in the Nb3Sn as the applied tension counteracts the thermally induced
precompression. If one eliminates the differential contraction element and plots I/Ie as a function
of intrinsic strain one finds that all Nb3Sn conductors at the same field show the same
behaviour: critical current always reduces with strain, whether it is tensile or compressive.
Furthermore, the reduction becomes stronger at higher fields, indicating that the effects is
related to a reduction in Bc2. Figure 9 (b) compares the strain behaviour of Nb3Sn made with
different ternary additions with some of the other A15 compounds mentioned in the next
section. It may be seen that Nb3Sn is among the most strain sensitive.
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Fig. 9. a) The change in critical current produced by applying tensile strain to various Nb3Sn
composite conductors at various fields [10]. b) The change in critical current as a function of
intrinsic strain at B/Bc2 ~ 0.5 for various A15 superconductors [11].

2.5 Other intermetallic compounds of the A15 type
Figure 10 shows the upper critical field versus temperature for a selection of A15

compounds. All of them have been worked on as potential magnet conductors but, to date,
none has reached the stage of commercial production or been used in a sizeable magnet As
with the other materials, Fig. 10 fixes the maximum 6C and Bc2 for the (stoicWometric)
compound and the materials scientist must then use his ingenuity to produce a microstructure to
give the best flux pinning and hence the highest Jc.

Of all the candidate materials shown in Fig. 10, perhaps the most promising is niobium
aluminium because, as shown in Fig. 9 (b), it has the lowest strain sensitivity. For this reason,
it has recently excited quite a lot of interest as a potential alternative to Nb3Sn in the project
ITER for a large-scale fusion reactor. Unfortunately there appears to be no equivalent of the
bronze process for Nb3Al, which means that the conflict between stoichiometry and grain size is
severe. Nevertheless, some promising results have recently been obtained by processing
elemental Nb and Sn in finely subdivided form. At final size, the wire is given a very rapid
high temperature heat treatment followed by a quench to about room temperature, which forms
stoichiometric, but amorphous, Nb3Al. A subsequent heat treatment at lower temperatures is
then used to grow fine grains of the A15 phase [12].
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Fig. 10 Critical fields and temperatures of
various high field superconducting materials

Fig. 11 Performance of a superconducting
magnet showing critical current of the
conductor and the magnet 'load line' which
relates peak field on the magnet to the
current flowing through its windings

3 . CONDUCTORS FOR USE IN MAGNETS

3.1 Degradation and training
An early problem of superconducting magnets, and one which still remains to some

extent, was the fact that conductors often failed to achieve in magnets the performance which
they reached in short samples. Figure 11 shows a type of diagram frequently used in magnet
design. The upper curve is the critical current of the conductor as a function of field and the
load line OQL relates the peak field seen by the magnet to the current flowing in its windings
(load lines are straight for air cored magnets but curved if iron is used). The point at which the
peak field part of the magnet would be expected to reach its critical state is given by the
intersection CL, but in fact it was originally found that the magnets went into the resistive state
at much lower currents, typically in the region Q. This transition of the magnet from
superconducting to resistive state is known as a quench. It can be a very spectacular process,
because most of the stored inductive energy 1/2 L 12 is dissipated as resistive heating in that
part of the conductor which has become resistive. Quenching will be treated in another lecture
[13]; suffice here to note that it is an irreversible process and, once it has happened, one can
only turn off the magnet power supply, wait until the magnet has cooled down and then try
again.

Quenching at lower currents than the critical point CL of Fig. 11 is generally known as
degradation. It is often accompanied by a related behaviour known as training and illustrated in
Fig. 12. After successive quenches, the magnet is able to achieve progressively higher
currents, but still some variability in performance remains and very rarely does the magnet
achieve its full critical current.

Degradation and training are clearly undesirable in any magnet, but are particularly to be
avoided in an accelerator system, where up to 1000 magnets may be connected in series, such



55

Fig. 12 Training: the progressive increase Fig. 13 Cryogenic stabilization (a) the
in magnet quench current as a fraction of general principle: if the superconductor
the load line critical current after repeated becomes resistive, current switches to the
quenching parallel path in copper, ohmic heating is

removed via heat transfer to the liquid
helium, (b) quantitative: in units of power
per unit cooled area of the conductor surface,
for stability the generation line OQR must lie
below the cooling line OT.

that a single magnet quenching will bring the whole system down. Strategies to avoid or
minimize degradation go under the generic name of stabilization; they have important
consequences for conductor design, the most important of which are described in the following
sections.

3.2 Cryogenic stabilization
Historically, cryogenic stabilization was the earliest successful technique; for the first

time it enabled magnets to work reliably at their critical field [14]. Figure 13 (a) shows the
general principle; the superconductor is joined along its entire length to a conductor of low
resistivity (usually copper, sometimes high-purity aluminium) with a much greater cross
sectional area. If for any reason the superconductor stops conducting, current switches to the
copper, where it generates heat. By means of cooling channels in the magnet, the copper is
sufficiently well cooled for the ohmic heating to be dissipated without excessive temperature
rise. Provided this temperature rise is less than a certain value, the superconductor eventually
resumes its full superconducting state, current transfers back to it from the copper and the ohmic
heating ceases.

Figure 13 (b) shows the quantitative aspects of cryogenic stabilization. The line OQR
plots ohmic power generation versus temperature; the shape arises as follows. For most
Type II materials at fixed field, the critical current density falls off linearly with temperature.
Thus in the section OQ of Fig. 12 (b), the current carrying capacity of the superconductor is
reducing with increasing temperature and the excess current is transferring to the copper. At
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point Q, all the current has transferred to the copper and further increases in temperature do not
change the power generation. The variation of power generation with temperature is thus:

where X is the proportion of superconductor in the conductor cross section (the rest being
copper), Jc is the critical current density, q is the conductor temperature, 90 is the temperature of
the cryogenic bath and 0C is the superconductor critical temperature. The variation of cooling
with temperature is:

H(8) = h(6-d0) (6)

where h is the heat transfer coefficient Note that G(0) is defined per unit volume and H(Q) per
unit cooled area; to bring them into line we need a factor A/P where A is the area of cross
section and P is the cooled perimeter. The condition for stability may then be written.

a = 1 ( 7 )

Further complications arise when the heat transfer coefficient is not constant, but the general
principle remains the same.

Cryogenic stabilization works well and indeed has made possible all the large
superconducting magnets in operation today. Its big drawback is the large amount of copper
and cooling channel required to satisfy Eq. (7), despite the considerable reduction in p which
pure metals show when cooled to low temperature. Typical dilutions of current density are in
the range 20 to 50. For large magnet systems such as detector magnets this dilution is not a
problem, but for accelerator magnets it is out of the question. What is needed is a way of
reducing degradation without diluting the current density too much. To achieve this, we need to
understand a little more about the causes of degradation.

3.3 Flux jumping
The first cause of degradation to be investigated systematically was a phenomenon known

as flux jumping. To understand what happens, let us consider a superconductor of simplified
'slab' geometry as shown in Fig. 14. When a magnetic field is applied parallel to the broad face
of the slab, it induces currents which try to screen the inside of the slab - very much like eddy
currents except that they do not decay. Figure 14 (b) is a plot of the magnetic field amplitude
across a section of the slab for various values of the external field.

To see how these field shapes arise, let us consider the effect of raising the external field
from zero in increments DB. The first DB initially induces a current to flow in the surface of the
slab at very high current density. Because this density is higher than the critical current density
Je, the surface current decays resistively and magnetic field starts to penetrate the interior of the
slab. As soon as the current density falls to Jc however decay ceases and the slab is left with
oppositely directed currents flowing at critical density on either face. From curl B = /ioj with
no variation in the y and z directions, we have dBldx = noJc = ABIp where p is the penetration
depth of the field. A second increment AB produces similar effects, with penetration to a depth
2AB/JJ.O JC. This process continues until the whole slab is carrying critical current, at which
point the field has fully penetrated. Further increases in field will penetrate the whole of the slab
without causing any change in the screening current pattern, which flows at critical density in
each half of the slab.
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0 x a
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Fig. 14 (a) Screening currents induced to flow in
a superconducting slab by a magnetic field
parallel to the slab surface, (b) Profile of
magnetic field across the slab showing the
reduction of internal field caused by the screening
currents.

Fig. 15 The change in screening
currents and internal field distribution
caused by a rise in temperature

Screening currents of this kind flow in any superconductor placed in an increasing field;
they flow in the windings of all magnets and are in addition to the transport current, i.e. the
current supplied to the magnet terminals from the power supply. They work in such a way as to
ensure that the superconductor is always filled with current flowing at critical density. Screening
currents may become unstable because of the interaction between two inherent properties of
high-field superconductors

a) critical current densities fall with increasing temperature;
b) flux motion within the superconductor generates heat.

To see how the instability arises, let us carry out an imaginary experiment to measure the
specific heat of our slab while it is carrying screening currents in the external field. We
thermally isolate the slab, supply a quantity of heat AQS, and observe the temperature rise A 6
The critical current density will be reduced by the temperature rise so that the screening currents
will encounter some resistance and decay to a lower Je, illustrated by the dashed line in Fig. 15.
During decay the resistive voltage drop will be driven by the flux change within the slab,
generating heat. In the region between x and x+dx this heat is:

(8)Sq(x) = jI(x)E(x)dt = JcSx&l>(x)

where &p(x) is the flux change enclosed between the planes x and the centre line x = 0 (where,
by symmetry the electric field is zero) thus:

(9)
0 0

and the heat per unit volume averaged over the whole slab is:
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2 n2
(10)ai < 2 3

Assuming a linear fall in Jc with 6:

we may now write the heat balance for the slab:

0 0

JkiLt A0 = y CAB (12), + JkiLt ~-
5{VC-VO)

where C is the actual specific heat and g is the density. However the effective specific heat
measured by the experiment is:

"Die energy stored in the screening currents, represented by the last term in Eq. (13), has
reduced die effective heat capacity so that the temperature rise caused by a given AQS is
increased. The ultimate catastrophe occurs when this last term is equal to yC: the effective heat
capacity goes to zero and the smallest disturbance will cause the temperature to rise without limit
— a flux jump. If this happens in a magnet winding, the magnet will quench. From Eq. (13),
it may be seen that the condition for flux jumps to be avoided is:

yC{6c-0o)
< 3 (14)

Because of the assumption that no heat is exchanged with the surroundings, this condition is
known as the adiabatic stability criterion. Fulfilment of the criterion in technical superconductors
demands a fairly fine degree of subdivision. For example, niobium titanium at 4.2 K and 2 T
typically has the following properties:

critical current density / e = 6 x l 0 9 A m ' 2

density y = 6.2 x 103 kg m"3

specific heat C = 0.89 J kg -1

critical temperature 6C = 8.6 K

so that flux jumps will occur when the half-width, a, exceeds 40 mm. Spontaneous flux
jumping will not occur when a is reduced below 40 mm but the effective specific heat will still
be markedly reduced, leaving the slab very susceptible to small energy inputs. A safer criterion
is therefore to choose about half this dimension i.e. a = 20 mm which gives an effective
specific heat 75% of its usual value. Note that we have taken a low field value of Jc because
this gives a more conservative criterion — and there is always a low field region somewhere in
the magnet winding.

The adiabatic theory of jumping has been checked experimentally by a number of
workers. A common approach has been to take a sample which is much larger than a FJ so that
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flux jumping occurs long before the field has fully penetrated. Theory similar to that outlined
above shows that a flux jump is to be expected when the external field reaches B FJ given by:

BFJ =ti0Jcp = $HoYC(dc-6c)} (15)

Figure 16 shows that there is reasonable agreement between Eq. (15) and experiment.

e K

Fig. 16 Comparison between Eq. 15 and Fig. 17 Cross sections of some
experimentally observed flux jumping fields filamentary composite superconducting
(data from [15]) wires for various applications, wire

diameter is typically ~ 1 mm (Oxford
Superconducting Technology)

Equation (14) is the fundamental reason why most superconductors for magnets are made
as fine filaments of size < 50 mm. Because individual filaments of this size are difficult to
handle, conductors are always made in the form of multifilamentary composites, i.e. many fine
filaments of superconductor embedded in a matrix of normal conductor. If the normal
conductor has low resistivity, (e.g. copper) it can provide an additional stabilization against flux
jumping by slowing down the motion of flux and by conducting away the resulting heat. This
effect is known as dynamic stabilization. A theory similar to that outlined above [16,17] gives a
maximum stable radius for a round filament embedded in normal metal as

aDFJ =•
(16)

where k is the thermal conductivity of the normal metal, p is its resistivity and X is the fraction
of superconductor in the composite. Typical numbers give filament sizes similar to the adiabatic
criterion.

3.4 Filamentary composites
Figure 17 shows a selection of filamentary NbTi superconductors which have been

produced commercially for various applications. The matrix material is almost invariably
copper, which is easy to process with NbTi and, as shown by Eq. (16), contributes towards
dynamic stabilization of flux jumping by virtue of its low resistivity and high thermal
conductivity (both of which improve at low temperatures). However, the use of a high
conductivity matrix does create one significant problem, it couples the filaments together
magnetically. Figure 18 illustrates this by showing two composites; the first has an insulating
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matrix, where the filaments behave quite independently. In the second however, which has a
conducting matrix, screening currents are induced which cross over the matrix and are thus able
to screen more of the external field than currents which 'go and return' in the same filament.
Over a period of time, these currents will decay, but a simple calculation serves to show that,
for a magnet conductor of 100's metres length, the time will be years.

The result of coupling is to make the composite behave as a single large filament, the
advantages of subdivision are lost and the whole composite once again becomes unstable to flux
jumping. Fortunately this problem has a simple solution: twist the composite as shown in
Fig. 19. A changing external field still induces screening currents to flow, but they must now
cross the matrix twice per twist pitch, thereby encountering sufficient resistance to limit their
amplitudes. The screening currents flow along paths as shown by the dashed lines in Fig. 19,
i.e. along a filament and vertically down (parallel to the field) through the matrix. It may be
shown [15] that the effect of these currents is to reduce the field inside the composite:

(17)

where Bt and 5, are the internal and internal fields, B\ is the rate of change of internal field and

T — J—S— J . I C\%\
T - — . | — | (18)

where p , is the effective transverse resistivity across the matrix and L is the twist pitch. It is
interesting to note that x is just the classical time constant for magnetic diffusion a distance
L/(4V2) into a bulk conductor of resistivity p,. Equation (17) gives us a criterion for stability:
if die screened field (Be - Bt) is less than BFJ of Eq. (15), coupling between the filaments will
not cause flux jumping.

3.5 Stability against mechanical movement

Flux jumps, although originally the most serious, are unfortunately not the only source of
degradation in magnets. Another problem comes from the possibility of sudden release of
mechanical energy within the magnet as the current and field are increased. To get an idea of the
orders of magnitude, consider a conductor in a field 5 , carrying current density / in
superconductor which occupies a fraction / of the cross section. If this conductor moves a
distance d under the influence of the Lorentz force, the work done per unit volume of conductor
is:

W = BXJ8 (19)

The mostly likely outcome is that this work will appear as frictional heating. Taking some
typical values of B = 6 T, / = 1.5 x 109 A m '2 and / = 0.3, we find that a movement of just
10 mm releases heat Q = 2.7 x 104 J m 3 which for a typical mix of copper and NbTi, will
raise the temperature by ~3 K. Sudden movements of this kind are thus quite likely to quench
the magnet.

The problems of designing magnets to minimize the possibility of movement under
electromagnetic stress have already been dealt with in other lectures [18]. Suffice to say here
that it is quite difficult to engineer a magnet winding against movements of -10 \xm and that
attempts do so often result in other sources of mechanical eneTgy release. For example, if a
substance like epoxy resin is used to fill little holes in the winding, there is a danger that the
epoxy may crack under stress (almost all polymers are brittle at 4.2 K) and the process of
cracking can release energies at least as great as the 10 ̂ im movement.
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(al

Fig. 19 Twisted filamentary composite
schematic

Ib)

Fig. 18 Composite conductor (a) with an
insulating matrix (b) with a conducting matrix
which couples the filaments together

Fig. 20 A minimum propagating zone

In general we may conclude that conductors in magnets will be subject to mechanical
energy inputs as the current and field are increased. What most of these mechanical inputs seem
to have in common is that they are sudden and fairly localised. In thinking about how to design
a conductor to cope with such disturbances, two very useful concepts are the ideas of the
Minimum Propagating Zone MPZ [19] and Minimum Quench Energy MQE. Figure 20
illustrates the idea. It is assumed that a sudden localized energy input has created a resistive
zone of length / in a conductor of cross sectional area A carrying current density J in the
superconductor which occupies a fraction / of the cross section, the remainder being copper of
thermal conductivity k and resistivity r. If the zone is in steady state we may equate the heat
generated within it to the heat conducted out, very approximately:

2kA(l-X).(ec-60) X2J2pAl
(20)

and
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I *> J P

Thus / is the length of a normal zone in which the ohmic heat generated is just equal to the heat
conducted out It is a state of unstable equilibrium, zones slightly smaller will collapse and the
superconducting state will be fully recovered, zones slightly larger will grow without limit and
quench the magnet. The energy needed to set up the MPZ is the MQE — very approximately
for a conductor of cross sectional area A:

MQE = Aly C(dc - 0.) = Ay C(0C - e f 2 ^ ^ (22)
AJ [p }

Clearly a large MQE is to be preferred because it means that the magnet will not quench so
easily. Although Eq. (22) is only very approximate, it does give a useful idea of the general
scaling laws and the factors which should be optimized, i.e. a matrix with low p, high k and
yC.

A good way of increasing yC is to make the winding slightly porous to liquid helium,
because it has by far the highest heat capacity at this temperature. Most accelerator magnets are
made this way. Obviously reducing X and / would also increase MQE, but this is usually the
last thing a magnet designer wishes to do!

3.6 Magnetization
The topic of persistent currents and field distortion will be covered in another lecture [20].

Here we only mention that the screening currents shown in Fig. 13 are equivalent to a
magnetization:

Mf=liaJej (23)

This magnetization causes field error in the magnet aperture and should therefore be minimized.
For this reason, it is often desirable to make the filament radius a much less than the size needed
for stability against flux jumping, for example, accelerator magnet conductors generally have
filament diameters of 5 - 10 mm.

Another source of magnetization is the coupling currents shown in Fig. 19, which give
rise to an additional component of magnetization:

Mc = 2B'iZ (24)

Here again, for accelerators it may be desirable to minimize Mc in the ramping field by twisting
the conductor more tightly than needed for stability against flux jumping.

In some conductors with extremely fine filaments, a new effect has come to light whereby
the copper matrix between the filaments becomes slightly superconducting due to the proximity
effect. This means that the filaments are coupled together by superconducting currents [21]
which can increase the magnetization to the extent of causing unacceptable field errors in
accelerator magnets at injection. The effect may be controlled by increasing the interfilament
spacing or by adding small amounts of Ni, Si or Mn to the copper matrix [22].
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4. MANUFACTURE OF MAGNET CONDUCTORS

4 .1 Summary of requirements

Before moving on to the practical manufacture of magnet conductors, we begin by
recapitulating some of the requirements outlined in the previous sections.

a) Critical field and temperature: depend on the material chemistry, it is important to get the
optimum composition for alloys and the correct stoichiometry for compounds, ternary
additions can help

b) Critical current: depends on the microstructure, a Ti precipitates on dislocation cell
boundaries in NbTi, grain boundaries in Nb3Sn

c) Mechanical properties: only NbTi is ductile, Nb3Sn is brittle, better in filamentary form
when supported by matrix, but still strain sensitive, Nb3Al is less so

d) For cryogenic stability, the superconductor must be combined with large quantities of
copper or aluminium — only suitable for low current density magnets

e) For stability against flux jumping, one must make a filamentary composite wire with
filament diameters < 50 mm

f) To decouple the filaments, the wire must be twisted

g) For low magnetization (field distortion), the filaments must be ~ 5 - 1 0 mm diameter

h) To provide dynamic stability against flux jumping and also to maximize the MQE, the
conductor must have a low resistivity, high thermal conductivity matrix. As discussed in
a later lecture [12], low resistivity is also necessary for quench protection.

4.2 Niobium titanium

Figure 21 summarizes the main steps in the production of filamentary NbTi composite
wire. The cylindrical starting billet of NbTi is prepared by consumable arc vacuum melting.
Production of the alloy is outlined in [4]; it is important to make the alloy composition as
homogeneous as possible over the whole billet. The NbTi billet is machined to size, cleaned
and fitted inside a copper extrusion can. If the composite is destined to have very fine
filaments, a thin diffusion barrier of pure niobium may be interposed between the NbTi and
copper. The purpose of this barrier is to prevent the formation of a CuTi intermetallic phase
during the heat treatments which are applied at intermediate stages throughout the manufacturing
process. The intermetallic, which is hard and brittle, does not draw down with the filament but
instead breaks up into hard particles. At the later stages of drawing, when the filament size
becomes comparable with these particles, the filament is broken by the particle. If the
composite is destined for very fine filament size, it may be better to make the can of copper
doped for example with Mn, to suppress proximity effect coupling at final size. For one of the
new experimental APC composites, the Cu or Nb pinning centres may be inserted as rods into
holes drilled in the NbTi billet.

Assembly of the billet should be carried out in clean conditions, after which it is
evacuated, sealed by electron beam welding, heated and extruded. After cold drawing to size,
the rod is drawn through a hexagonal die and then cut into many lengths. After cleaning, these
lengths are stacked into another copper can which is again sealed, extruded and drawn down to
final size. For accelerator magnets, which may have up to 10* filaments, a double stack process
is often used in which the rods are again drawn into hexagonal sections and stacked in another
can. Certain numbers and arrangements of filaments are preferred for fitting into the round can.
In wires intended for cabling, it has been found that a central core of pure copper is beneficial in
helping the wire to resist the deformation of the cabling process.
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Fig. 22 Cross section of a bronze route
NbjSn composite after reaction heat
treatment showing the fine filaments of
Nb3Sn and the islands of pure copper
surrounded by a diffusion barrier

Fig. 21 Production of filamentary
NbTi/copper composite wire

Fig. 23 Three different types of transposed
twisted cable—rope, braid and Rutherford
cable

Multiple heat treatments are applied throughout the process in a defined sequence of
alternating cold work and heat treatment, which has been found to produce the best
configuration of a Ti precipitate and hence the best flux pinning. After reaching final size, the
wire is twisted, typically with a twist pitch of 25 mm, but tighter if destined for use in high
ramp rate fields

4.3 Niobium tin

Production of filamentary Nb3Sn by the bronze route [4] is similar to the process
described above for NbTi, with pure Nb filaments in a matrix of CuSn bronze. For optimum
current density at high field, the Nb is often doped with another metal, most commonly Ti. In
one variation of the multi-stacking process, many niobium rods are put into holes drilled in a
single bronze billet, which is then extruded, drawn and twisted as before. The reaction heat
treatment is usually applied after the wire has been wound into its final coil shape. A typical
heat treatment is in vacuum at ~ 700°C for about a week.

Many variants of the bronze process have been tried. For the internal tin process, holes
larger than the filaments are drilled in the extrusion billet and are filled with pure tin or tin doped
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pure copper. In the so-called jelly-roll process, the niobium is made in the form of a sheet of
expanded metal. It is rolled up with a sheet of bronze — like a jelly or Swiss roll — and then
packed and sealed in a can for extrusion and drawing down in the usual way. One problem
with both these processes is a tendency for the filaments to be joined together after reaction heat
treatment, thereby increasing the magnetization and reducing the stability against flux jumping.

In the ECN [8] process, NbSn2 powder of particle size < 3 nm is mixed with tin powder
and packed into a thin-walled copper tube. This tube is then reduced somewhat in diameter to
densify the powder and is put into an Nb tube surrounded by a copper tube. The assembly is
extruded and drawn down to hexagonal section, which is then cut into lengths and multi-stacked
in a copper can and re-extruded. The copper liner of the Nb tube is there to ensure that Nb3Sn
forms at low temperature (via the bronze process) during the final heat treatment

An advantage of the ECN process is that, provided the tin does not react right through the
Nb tube, the outer copper stays pure, thereby fulfilling requirement 4.1(h). In simple bronze
composites, the bronze remaining after reaction still contains sufficient tin to give it a high
resistivity at 4.2 K, no use for stabilization or quench protection. Additional islands of pure
copper must therefore be included in the bronze matrix. To protect the copper from tin
contamination during reaction, the islands must be surrounded by an inert barrier, usually Ta, as
shown in Fig. 22.

4.4 Cabling and insulation
A single composite wire of ~ 1 mm diameter will typically carry ~ 500 A in field, but

accelerator magnets are designed to work at 5000 - 10000 A. It is therefore necessary to use
many wires in parallel. To ensure that the wires share current equally, they must be combined
in the form of a twisted, fully transposed cable (remember that, with no resistance, current
sharing is dominated by inductive effects). Figure 22 shows three different styles of transposed
cable, all of which have been used in accelerator magnets. Because of its superior mechanical
properties, the Rutherford cable has become predominant and has been chosen for all
accelerators constructed or proposed so far.

Figure 24 shows a schematic of the machine used for making Rutherford cable. Between
20 and 40 strands are twisted together around the mandrel which is shaped rather like a
screwdriver. As the cable leaves the blade of the screwdriver, it enters the 'Turk's-head' roller
die, which consists of four rollers arranged at right angles to form a rectangular orifice. The

SPOOLS SUPPORT DISC-; SUPERCONDUCTMa VOTE
- (3« SPOOLS)

CATERPILLAR
PULUNQ DRIVE

CABLE TAKE-UP

TIMING BELT FOR
PLANETARY DRIVE

MECHANICAL SYNCKRON. _
THROUGH LEAD SCREW

EXPERIMENTAL CABLMO UACHtUE

Fig. 24 Schematic of machine used to make Rutherford cable
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Turk's head die squeezes the cable into its final configuration, which typically has the cross
section shown in Fig. 25. Note that this cable has been given a 'keystone' shape by angling
the rollers slightly so that turns will fit together around the circular magnet aperture.

Fig. 25 Cross section of the LHC inner cable

Rutherford cable is usually kept slightly porous in magnet windings so that the helium
may penetrate to provide additional stability by increasing the MQE. The insulation scheme
sketched in Fig. 26 is designed to maintain some porosity; it consists of two layers of Kapton
tape and an outer layer of glass-fibre tape impregnated with 'B stage' epoxy resin. After
winding, the coil is compressed and heated to consolidate the turns and reduce the possibility of
mechanical movement, but surprisingly it still remains slightly porous.

CURRENT SUPPLY L=tOS

V0U1EE SENSING WIRES

SAMPLE JNDER TEST
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COPPER CYLINDER SERVING AS
CURRENT JUNCTION

HIGH RESISTIVITY STAINLESS
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CURRENT JUNCTION F i e W 6 B ( T )
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10 0 2 4
Currant DtrslyiKAkm"2)

(b)

Fig. 26 Sample holder for measuring the critical Fig. 27 Typical result of a short
current of wires or cables sample measurement showing (a) Jc at

three levels of effective resistivity and
(b) a typical transition

NbTi wires intended for use as single strands are usually insulated by a standard electrical
vamish process (as used routinely for small motors and transformers) typically by applying
5 - 1 0 coats of polyvinyl acetal varnish. For niobium tin, which must be reacted after winding,
the usual insulation is a braid of dry glass fibre, which is woven around the wire. After
reaction, the whole winding is vacuum impregnated with epoxy resin.

4.5 Measurements

For quality control in production and to ensure that magnets perform as expected, routine
measurements must be made on samples of superconducting wire and cable. The simplest and
most common of these measurements is the critical current versus field characteristic at constant
temperature, as used in Fig. 10. Figure 26 shows a sample holder used at Rutherford
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Laboratory and elsewhere for measuring critical current; the spiral sample is soldered to current
lead contacts at the top and bottom, voltage is measured across two turns of the spiral, the
holder fits inside the bore of a superconducting solenoid.

For filamentary composites, it is found that the transition to the resistive state is not sharp,
but progressive as shown in Fig. 27 (b). For this reason, it is usual to plot the critical current at
a certain level of effective resistivity as shown in Fig. 27 (a). By considering the thermal
environment inside a magnet, one may calculate the maximum resistivity which can be sustained
within the winding before thermal runaway occurs [15]. For most windings, this resistivity is
~ 10"14 Qm and this value has accordingly become the accepted standard for critical current.
Empirically it has been found that the resistive transition may be fitted by a simple power law:

(25)

where po and Jo are defined at some arbitrary value, usually taken to be 10"14 Qm. The index n
is often taken as a measure of quality; it is high for composites in which the filaments are
uniform along their length and low for non-uniform composites in which the filaments show
'sausaging' along their length.

Less frequently performed, but nevertheless valuable in providing additional data about
critical current and filament coupling, is the measurement of magnetization. Figure 28 shows
the apparatus, which consists of a pair of balanced search coils inside the bore of a
superconducting solenoid. The coils are connected in series opposition and the small trim coil is
rotated to compensate for any residual differences so that, with no sample in the coils, the
output is zero when the magnetic field is ramped. Then, with a sample in one of the coils, the
integrated output provides a measure of sample magnetization. By calibration with a known
sample or by computation of the geometry, die signal may be made absolute. Magnetization
gives a measure of" the field distortion which will be produced by the conductor when wound
into a magnet. It gives an indication of the coupling between filaments and of the effective
filament size (which may be in doubt for some Nb3Sn composites). It may also be used as a
measure of Jc at very low fields, where stability and self field problems can make it difficult to
perform direct transport-current measurements.

X Y

PLOTTER

INTEGRATOR

Jvdt

Fig. 28 Apparatus for measuring the magnetization of superconducting samples
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5 . CONCLUDING REMARKS

The two technical superconductors NbTi and Nb3Sn have been the subject of continuous
development over the last 30 years. Great improvements have been made in the critical current
density of these materials and the technology of utilization has also been developed by making
fine filaments, cables etc. Because of its excellent mechanical properties, NbTi is by far the
most popular choice for all applications below ~ 10 T, but Nb3Sn is now being used routinely
for higher field magnets, particularly in NMR spectroscopy and general research. All
accelerators constructed or planned so far have used NbTi, but the push towards higher fields
continues and Nb3Sn is now being seriously assessed as a candidate material for future
accelerators. Another large scale potential user of Nb3Sn is the proposed tokamak reactor
ITER, which has recently been driving much of the development work on high field materials.
One interesting outcome from this work has been the renewed interest in Nb3Al, stimulated by
its much lower strain sensitivity. Nb3Al has recently been achieving current densities similar to
Nb3Sn, with slightly higher critical field and temperature. Even the old faithful NbTi has
recently been exciting new interest, with the realisation that artificial pinning centres offer the
possibility of substantial increases in critical current density. In the light of this continuing
development effort, there seems little doubt that the performance of the low temperature Type II
superconductors will continue to improve steadily. However, it seems more likely that any
spectacular developments at high field will come from the new high temperature materials.
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FIELD, FORCES AND MECHANICS OF SUPERCONDUCTING
MAGNETS

Romeo Perin
CERN, Geneva, Switzerland

Abstract
The chapter starts with a brief recall of the peculiar characteristics of
superconducting magnets for accelerators, and of the evolution in
performance of the main magnets of the most important projects. An
outline of the concepts and methods used in the magnetic and
mechanical design of the magnets is then presented together with some
examples of applications and indications of the manufacturing
accuracies necessary to achieve the required performance and field
quality.

1 . INTRODUCTION
Superconducting magnets have become essential components of hadron

accelerator/colliders and of compact electron accelerators. For almost three decades high-energy
physics has been the prime promoter of their development as the means to reach higher beam
energy while minimising cost and space requirements.

There are some fundamental differences between superconducting magnets for
accelerators and other superconducting magnets (e.g. large solenoids for particle detectors,
toroidal coils for nuclear fusion machines, etc.) that make their design and construction a very
special branch of the technology:

a) the need to use very high current densities to economically produce the required
high bending/focusing fields;

b) the more complex and non-uniform repartition of electro-magnetic forces:

c) the extreme precision of thejnagnetic field distribution in small apertures;

d) the high degree of repnyiucibiliry and reliability.

Some of these characteristics make the task of building superconducting accelerator
magnets singularly complex and difficult. In particular:

point a precludes cryogenic stabilization:

point b leads to elaboratejnechanical structures:

point c demands an unprecedentedjiirnensional precision in components and fabrication;

point d imposes fabrication methods adapted to large scale industrial production.

As in circular machines, the attainable beam energy is proportional to the machine radius
and bending magnetic field, there is a great incentive to develop dipoles for higher and higher
fields.

As a consequence the dipole magnets, which are the most important components of the
accelerators from the cost point of view, also become the most critical technologically. In
parallel, the focusing elements (quadrupoles) have to become stronger while being kept as short
as possible.
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The evolution in field and field gradient of superconducting main magnets for accelerators
is recalled in Table 1.

Table 1
Design parameters of superconducting main magnets in accelerator/colliders

TEVATRON
HERA
RHIC
UNK
SSC
LHC

Dipoles
Central
field

4.4
4.7
3.5
5.0
6.6
8.4

Coil
aperture

(mm)
76.2
75
80
80
50
56

Eff. unit
length

(m)
6.1
8.8
9.5
5.7

15.2
14.2

Quadrupoles
Field

gradient
<T/m)
75.8
91.2
71.8
96.1

206
223

Coil aperture

(mm)
88.9
75
80
80
40
56

Eff.
length

(m)
1.7
1.9/1.7
1.1
3.0
5.2
3.1

Operation
temperature

(K)
4.6
4.5
4.6
4.6
4.35
1.9

Improvements in performance of superconductors, better insulation systems, force
containment structures and refinements in manufacturing have permitted the field and gradient to
be increased. A bold step is being made with the LHC using the superfluid helium technique,
thus enhancing the performance of the traditional NbTi superconductor, and by the adoption of
the two-in-one configuration leading to a considerable reduction of costs and size.

In modem proton or heavier particle high-energy accelerators the share of the magnet
system in the cost of the facility is important. In the case of the LHC [1], which will be
installed in the existing LEP tunnel, it is predominant (Fig. 1), the main dipoles and
quadrupoles taking the largest share (Fig. 2). This chapter will mainly deal with these two
types of magnets. The design and construction of the corrector magnets which are in general
less demanding and can, therefore, be dimensioned with larger margins, follow the same
pattern.

For a general introduction to superconducting magnets the book "Superconducting
Magnets" by M.N. Wilson [2] is recommended. More specifically on accelerator magnets, an
excellent treatment may be found in the lectures given by K.H. Mess and P. Schmiiser at the
CERN-DESY Accelerator School in 1988 [3]. An outline on high-field accelerator magnets
can be found in "New Techniques for Future Accelerators HI" [4].

Cryogenics Transfer lines

C m l engineering

Powering, quench
protection

Test stations, tests

Vacuum

Installation

Services

Beam obsVcontrols

Radiofrequencv

(juadrupoles and SSS

Special
magnets

Fig. 1 Cost breakdown of LHC
machine components

Fig. 2 Cost breakdown of LHC
magnet system
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2 . CATEGORIES OF SUPERCONDUCTING MAGNETS FOR
ACCELERATORS

Three different classes of magnets can be characterized with respect to the way in which
the wanted field quality is achieved:

a) Magnets in which the field distribution is dominated by the coil configuration. The
ISR and LEP quadruples, the Tevatron, HERA, RHIC, (SSC), LHC main dipoles
and quadrupoles pertain to this class (Fig. 3).

HEAT EXCHANGER PIPE

SC BUS-BARS

IRON YOKE (COLD MASS. 1.9K)

SUPERCONDUCTING COILS

NON- MAGNETIC COLURS

BEAM SCREEN

BEAM PIPE

SHRINKING CYLINDER / HE 0-VESSEL

Fig. 3 Example of coil dominated magnet: the LHC dipole [1]

b) Iron dominated magnets, also called superferric, in which the iron (steel) pole shape
determines the field pattern (examples of these are the HERA correctors, the RHIC
sextupoles [5], etc.) (Fig. 4).

c) Magnets in which the field distribution results from the interplay of coils and yoke,
both strongly contributing to produce the required field. Examples are some model
magnets built at TAC and the configurations recently proposed by Texas A&M
University andLBL of the "Block-Coil Dual Dipole" and of the "Pipe" magnet [6]
(Fig. 5).

3 . MAGNETIC DESIGN

3.1 General
In beam guiding magnets, the problem is essentially bidimensional because, apart from

the localized regions of the ends, the field distribution has to be the same in all planes
perpendicular to the beam axis. Type b) magnets are designed and built much in the same way
as classical resistive magnets, the main difference being that they allow much higher current
densities in the windings. So, for the magnetic design, use is made of the well developed finite
differences and finite elements computer codes. For type c), the same methods apply, since the
iron yoke plays an important role.
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WOO 0 O W C STDM>

SURVEY WTCM

KAM-UP LAMINATED

CONTAMUCNT VtSSEl

Fig. 4 Example of iron-dominated (super
ferric) magnet: the RHIC arc sextupole

Fig. 5 Example of "mixed" magnet in which
the field configuration is determined by con-
ductor and iron: the Block-Coil Dual Dipole

In this lecture we treat only the magnetic design of type a) magnets as it is more typical of
superconducting accelerator magnets. Generally the design starts with analytical methods,
integrating the Biot-Savart law which describes the field (induction) induced by a current
flowing through a (infinitely) thin wire:

B =
4K (i)

When the windings are not of simple geometry, they are subdivided into small regular
parts whose contributions to the field can be computed analytically and summed by means of
relatively simple computer programs.

In this first phase of the design, iron is in general assumed to have infinite magnetic
permeability (p, = °°). Only in a second phase does one analyse the effects of the real iron
characteristics, i.e. remanence, variable permeability and saturation. This is done by means of
computer programs solving the partial differential equations by finite differences or finite
elements numerical methods (e.g. POISSON, MARE/MAGNET, TOSCA [7-9], etc.).

3.2 Ideal current distributions generating typical field configurations for accelerators (dipole,
quadrupole, sextupole, etc) and practical approximations

A line current distributed on a circular cylindrical surface as a function of the azimuthal
angle •& according to:

= Io cos(nfl) (2)

generates a pure 2 n-pole field inside the circular aperture (Fig. 6).
Pure 2 n-pole fields are also obtained by means of uniformly distributed currents flowing

in conductors of particular shape. The simplest of these ideal shapes, producing a dipole field,
is formed by the intersection of two cylinders with their centres spaced apart and carrying
oppositely directed currents with uniform density.

More generally pure multipole fields can be obtained in the aperture formed by the overlap
region of equal conductors of elliptical cross-section suitably spaced and having uniform current
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densities of convenient sign. In fact, it has been shown by Beth [10] that the internal field of
an elliptical conductor with semi-axis a and b in the x and y directions respectively and uniform
current density J is:

B = B , + B y B , = - ^ a y B y = ^ b x (3)

Examples are shown in Fig. 6. If two ellipses are aligned along their major axis, a pure dipole
is produced, if they overlap at right angles the field in the overlap is a pure quadrupole.

The practical approximations to the above ideal configuration are shown in Fig. 7 for the
dipoles and Fig. 8 for the quadrupoles.

3.3 Design of the coil configuration using an analytic/numerical approach
The field distribution produced by the practical approximations to the ideal coil cross-

sections can be computed by means of analytic programs, which can take into account the
presence of a circular steel screen, considered as an equipotential surface (\i - ~ ) , around the
windings.

The treatment presented here follows the note of Ref. [11]. The field produced by a
current flowing through the surface S (Fig. 9) perpendicularly to the x, y plane is given by the
Biot-Savart law in two dimensions:

g . g fll&jOil ds (4)

where the current density J is flowing perpendicularly to the plane of B in infinitely long
conductors.

Field generated by the current I = J J(x, y) ds:

2K

T/V ™\

(y-yc) ds (6)

By . m cosa . g J J f r J l ^ y , •<«-«.) * C7)

The treatment is particularly simple using the analytic function* F

F = By + iBx = f jr J<*'2y><*-*c> d s i ( f ) j r
y 27CJJ(x-xc)

2 + (y-y c ) 2 2n " (x-xc

= MorrJO^y) vaUd for all z ̂  z,,
2TCJJ Z - Z C

If a circular steel screen with p = °° is present around the coil, its contribution can be
calculated with the image current method:

* Note: The magnetic field (induction) B = Bx + iBy is not an analytic function as it does not satisfy the
Cauchy-Riemann conditions.
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Cosnft Intersecting ellipses

Dipole

I = Io cos J uniform in the hatched areas

cos Bx = o

2 ro
sin By = 1̂0 J

sb
a + b

Quadrupole

I = Io cos 2 J uniform in the hatched areas

'* - -2
 2 y

R -
y

BY = no J a-b
a + b

G = no J
a-b
a + b

Fig. 6 Ideal current distributions producing pure dipole and quadrupole fields
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overlapping ellipses

IcosO
J, » constant

/ \
/ \

PRAT1CAL APPROXIMATIONS

l_
concentric shelb horizontal layers

Fig. 7 Dipole ideal configurations and practical approximations

variable linear
current distribution

\

intersecting ellipses with
constant current density

/ \

PRATKAL APPROXIMATIONS

_ y
constant thick socton arcumferential Uyen horizontal and vertical layers

Fig. 8 Quadrupole ideal configurations and practical approximations

J directed upwards
In the complex plane z = x + iy,
z = x + iy coordinate of the point where the field B is calculated
zc = xc + iyc coordinate of conductor element ds

Fig. 9

r,. '••I ds' =
R2 *

ds (9)
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1
z-zc

1

R2

Z r

zc ( 1 — ) i V

-n-1 Zc

(10)

with

Cn =

fn =

2K"

[10 f
J

-n
J zc

J R 2

ds

ds

Direct contribution

Contribution of the

of the coil to then

iron screen to the

component

n component.

(11)

(12)

For circular sector windings defined by the radii ri and T2 and the angles (|>i and 1

r,«)>2

l=M£ f fj r n e"^ rdrd0 = ^
2TC J J 2TC

zc = r c e* drd<(> (13)

If J is constant in the element x% - ri, <|>2 - <t>i

Cn = — J
2TC 2 - n

i
-in 2TC (2-n)n

For n = 2,

(15)

For the case of symmetrical windings with respect to the horizontal median plane

(Fig. 10): (|>i = - <{> <t>2 = <t>

Fig. 10 Symmetries: dipole and quadrupole
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en = f"n
{2 — n)n -n - rf"n)

For n * 2,

1 r2*2

f M-° *• f fT _ n + l -in<t>

ri«!>i

7C n(2 - n)

2 n71 R z n n ( n + 2)
(r!J+2 - sin n

For n = 2,

c2 - 2%

: +4>
1 J f - i 26 j x UOJ „ To
— or I e a ffl = in •— si
r L 2TC r i

sin 2

For a dipole. it is convenient to add the sector n + <|>, JC - <)>.

For n = 1, 3, 5, 7, 9 ...,

c =
n - r2~n) ._ L_i s i n n

71 n(2-n)

f =
nd 71 R2n n(n + 2) s m n

(16)

(17)

(18)

(19)

For a quadrupole. it is convenient to add the sectors 71 + <j>, n
7 C ^ 7 1

For n * 2,

7C . 7 t . , 3 . 3
- + 0, ~ - <t> and - i c + *. 27 l~ ( t > :

(20)

(21)

df> and

c =
n 71 n(2-n)

- rf"n) .
' ' sin n

(22)

For n = 2,

c =
2"

s i n 2 (23)

For n = 2, 6, 10, 14, 18...,

f =
4|io J

7t R2n n(n + 2) s m n (24)
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gf^mylripoles

Unwanted higher-order multipoles can be eliminated by conveniently choosing the angles, the
thickness and the current density in the different parts of the windings. For example, for coils
composed of m sector blocks with the same inner and outer radii (ri, T2) and uniform current
density, the condition to be satisfied is

Jsinn<|>k = 0 (25)

For a dipole, to eliminate the first higher multipole, the 6-pole, the condition J sin 3 f = 0 has to
be satisfied, which leads to f = 60°. Therefore one block of conductors extending from the
median plane to the 60° angle is sufficient

If the coils are composed of two sector blocks of conductors (per quadrant), the first three
higher multipoles, 6-pole, 10-pole, 14-pole, can be eliminated.

For a quadrupole, a single block sector winding (per octant) is sufficient to suppress the first
higher-order multipole, the 12-pole. For this, the block has to cover the sector from the median
plane to the angle (j> = 30°. If one wants to suppress the 12-pole, the 20-pole and the 28-pole, a
two-block winding is necessary with angles <(>i = 21.59°, <|>2 = 26.075°, $3 = 33.635°. A
three-block winding also allows the 36- and the 44-pole to be eliminated: for this the angles are
$1 = 16.657°, $2 = 18.548°, <t>3 = 26.564°. <t>4 = 31.682°, <j>5 = 35.915°.

If the coils are composed of two or more shells, one can adjust the different current densities,
angles and subdivision in the conductor blocks in each layer in order to reduce the unwanted
multipoles to acceptable values.

Real geometry

In general, the real geometry of the current carrying area does wt consist of perfect circular
$§£&£&, because the conductors are rectangular or of a keystone shape and are surrounded and
separated by insulation. To treat this, one subdivides each winding block or shell into a
number of small circular sectors of uniform current density. The field produced by each
element is separately computed and then added up with the field produced by all other elements.
This is normally done by means of relatively simple computer programs, such as part of
ROXIE[12].

Real iron screen,(variable \i)

At this point, one applies one of the existing two-dimensional computer programs, such as
MARE/MAGNET, POISSON, etc., in order to optimize yoke thickness, voke-coil distance.
and yoke shape.

In this way the disposition of the conductor around the aperture and in general the magnet
cross-section are determined. Figures 3 and 11 show some examples of coil configurations
and magnet cross-sections determined by the above method.

3.4 End shaping
In superconducting magnets the coil end is usually the most problematic part in terms of

design, winding and mechanical support. The conductors are bent in a saddle fashion around
the cylindrical aperture and this is particularly demanding in dipole magnets where the outer
turns have to be bent through 180°.

The coil-end shape is optimized, taking into account various requirements:
ease of fabrication: maximization of the smallest radius of curvature of the
conductor in each block;
mechanical stability:
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Fig. 11 ISR quadrupoles: cross-section of Fig. 12 ISR quadrupoles: coil-end cut along
coil with warm and cold dimensions [13] the 45° plane with warm and cold dimen-

sions [13]

limitation of maximum field in the coils to a value below the max. field in the
straight part in order not to limit the magnet performance;
fieldjEuajiry, i.e. minimum multipole content integrated over the coil end;
minimization of the end length to limit the loss of magnetic length.

In general, at the ends the coil is spread out in conductor blocks separated by spacers
whose number, shape and dimensions are determined by the above requirements. Concerning
the shape of the conductor bends, two types are mainly used: conductors upright with their
wide face perpendicular to the aperture cylindrical surface, e.g. the HERA dipole coils, and the
quasi-isoperimetric form approximating the shape that a thin tape would naturally take (e.g. ISR
quadrupoles, LHC magnets). The first configuration entails considerable deformation of the
cable, but has the advantage of "filling" the same cylindrical space as in the straight part of the
magnet. The other configuration is more adapted to large conductors as the resulting
deformation is smaller, but the conductors take an inclination with respect to the magnet axis.
Consequently some filler material is needed to restore the cylindrical surfaces through which the
electro-magnetic forces are transferred to the supporting structure. Several variants of these
configurations have been used, examples are shown in Figs. 12-15.

a) spaces to be filled to restore the outer cylin- b) spaces to be filled to restore the inner cylin-
der of each coil layer der of each coil layer

Fig. 13 Cut through two quasi-isoperimetric ends (LHC dipole models)

The calculations are carried out with the aid of computer programs. These may be
analytical and based on the formulae outlined in section 3.3, taking advantage of the fact that
the field integrated from - «> to + «> or from the magnet centre to <*> satisfies Laplace's equation
in two dimensions, such as the programs ENDEF [14] or ROXIE. Other programs integrate
the Biot-Savart law point by point [15]. With these programs however, the iron is considered
as an equipotential boundary (\i = ©o). To take into account the effects of iron saturation more
complex finite-element programs are used (e.g. TOSCA) [16].
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Fig. 14 End spacers for the LHC dipole coil inner shell Fig. 15 Coil end (LHC
dipole model, inner shell)

Effects of remanent field

3.5 Other points studied in the magnetic design

from the conductor (persistent currents).

from the yoke (or screen).

Sjored energy, stray field.

Tolerances on geometry.

Electro-magnetic forces, etc.

4 . FIELD QUALITY
Field quality is, of course of great importance to the accelerator designer, as it directly

affects beam optics and stability of the beam(s).

4.1 Definition of multipole field components
The field in accelerator magnets can usually be treated as two-dimensional since the beam

integrates through the field. It can then be expressed as a power series:

By iBx =

where Bi =
bn =
an

z =
Rr =

n = 1 dipole
n = 2 quadrupole
n = 3 sextupole, etc.

magnitude of dipole field in the y (vertical) direction;
normal multipole coefficient;
skew multipole coefficient
x + iy;
reference radius.

One has to be careful when comparing figures, because the coefficients an and bn are
dimensionally dependent. So they must be defined at a given reference radius.
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Caution
When consulting literature, attention has to be paid to the fact that in the USA a slightly

different nomenclature is used:

B y + iBx = Bo£n(b n+ ian)(z/Rr)
n

o
and then n = 0 dipole,

n = 1 quadrupole,
n = 2 sextupole, etc.

4.2 Sources of Held errors
Field errors have different origins: conductor placement errors, iron saturation, coil

deformations under e.m. forces, persistent and eddy currents.

a) Conductor placement errors

The field errors originating from misalignment of conductors or complete coils can be
computed analytically at the design stage from the known possible or imposed manufacturing
tolerances. Sensitivity matrices can be computed for displacement of single conductors or
conductor blocks, as for example the matrix of Fig. [16] for the LHC dipole, which has a coil
aperture diameter of 56 mm [17]. Some examples are given for this magnet in terms of the
most sensitive multipole components an, bn defined at the reference radius Rr = 10 mm:

- a 0.1-mm increase of the coil azimuthal size (which incidentally would correspond to a
compression of about 30 MPa) while current and coil thickness remain unchanged,
produces a sextupole and a decapole

b3 = 1.2xKH, b5 = 0.03 x 1(H

- a 0.01-mm inner radius difference between lower and upper poles of the same aperture
produces a skew quadrupole

a2 = 0.44 x 10-4

- a 0.1-mm vertical off-centering of the coils with respect to the yoke produces a skew
quadrupole

a2 = 0.15 x 10-4 at 0.58 T (injec. field), and 0.09 x 10-4 at 8.4 T (nominal field)

- a 1-mm difference in length between lower and upper coil of the same aperture in a 14 m
long LHC dipole (AL/L = 7 x 105) is equivalent to an "integrated two-dimensional"
skew quadrupole

a2 = 0.06 x 10"4

Fluctuations of bending power from magnet to magnet may be also originated:

a 0.1 -mm azimuthal elongation of the coils, with unchanged current and coil thickness,
produces a dipole field variation

= - ,.4 x 10-3

B
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a 0.1-mm increase of coil inner radius, with unchanged current and coil thickness,
produces

f - - L5 , .«-

a 0.1-mm increase of yoke aperture (coil-yoke distance) produces

Error matrix for radial displacements ol 1 mm ot the winding btocta In 1E-4

Error

HES_
b,
a.
b.
a.
b.
a.

b»
a.
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Fig. 16 Sensitivity matrix for radial and azimuthal displacements of conductor blocks in LHC
dipole
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From these examples one may understand how difficult it is to obtain in superconducting
magnets a field quality comparable to that of classical lower field magnets, where the field
distribution is determined by the iron-pole profiles which can easily be produced with a
hundredth-millimetre precision. In superconducting magnets the coil geometry is the result of
assembling stacks of conductors, typically 15 to 20, which are produced with stringent, but not
infinitely small, tolerances (in cables the best that can be achieved nowadays is of the order of
± 0.0025 mm on the thickness) and insulated by wrapping them with tapes which can be
industrially produced with a few micrometers tolerance on their thickness.

b) Iron saturation

The field errors originating from the remanence and the variable permeability vary with
excitation and depend strongly on the coil-yoke distance. For warm iron magnets (e.g.
Tevatron dipoles) these errors can be neglected in practice. For cold iron magnets they have to
be carefully evaluated, are in general systematic and affect mainly the first higher multipoles (6-
pole and 10-pole in dipoles) and can be compensated either by correction windings in die
aperture (e.g. HERA) or by small corrector magnets placed at the magnet ends (e.g. LHC).

c) Coil deformation under the e.m. forces

These errors vary with excitation and can be easily computed after the mechanical analysis
of the structure and the determination of the deformed coil configurations, using analytical or
other computer programs.

d) Persistent currents in the superconductors

The persistent current errors are a particularity of superconducting magnets. They are due
to currents induced in the superconducting filaments by field variations and, contrary to normal
conductors where resistance rapidly reduces and after a while eliminates eddy currents, circulate
indefinitely as long as the superconductor is kept below its critical temperature. Persistent
current errors affect all field multipole components allowed by the symmetry configuration of
the magnet, including the fundamental one. Their importance decreases with excitation, but
they are particularly disturbing at low field level and especially at injection. They depend on the
previous powering of the magnet and vary with time and, therefore, require a careful study of
the magnet excitation cycle. Persistent currents are proportional to the effective diameter of the
superconducting filaments, so accelerator magnets use filaments as thin as possible, compatibly
with economy and quality of production.

This subject is extensively treated in the chapter by A. Devred and in Refs. [3,18,19].

e) Eddy currents

Eddy currents occur during field sweep in multistrand conductors both inside the strands,
mainly due to coupling between filaments, and between the strands. They distort the magnetic
field, and their effects depend on the geometrical and electrical characteristics of strands and
cables (matrix and inter-strand resistance, cable aspect ratio, distribution of superconducting
filaments, etc.) and, of course, on the field ramp rate.

This subject is also treated in a lecture by A. Devred and in Refs. [20-22].

f) Torsion

In long and slim objects such as superconducting magnets, twist around the longitudinal
axis is difficult to prevent and can produce non-negligible field orientation errors. In general a
tolerance of about 1 mrad is required in dipole magnets, and, although the beam integrates
along its path, local twists should not exceed this value by more than a factor two or three.
Excessive twist can be prevented by locking the magnet active part to a structural component of
high torsional rigidity, generally a closed cylinder of large diameter, such as the helium vessel,
which in many cases is also part of the force containment structure.

4 .3 Examples
At the design stage of accelerators, forecasts of field quality can be obtained by applying

the considerations of section 4.2. These can be corroborated by existing statistical results, at
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present from the Tevatron (744 dipoles), from HERA (~ 500 dipoles) and recently from
RHIC (- 100 dipoles measured), and from LHC models and prototypes.

As an example, Table 2 presents the expected error field components in the LHC dipole
at injection and nominal operation field. Table 3 shows an estimate of the eddy current errors
for given interstrand contact resistance and field ramp rate: note that, at a given ramp rate, eddy
currents produce the same errors at any field level, so that the relative field errors are highest at
injection.

An example of twist in 10-m long magnets is shown in Fig. 17, plotting the field
orientation in the two apertures of three LHC dipole prototypes of the first generation.
Noticeable is the remarkably good parallelism of the field in the two apertures at all longitudinal
positions.

5 . FORCES AND MECHANICS

5.1 Some facts

- Electromagnetic forces (e.m.) are in first approximation proportional to B2

F = I x B = ~ B 1

and are extremely high in high-field magnets: e.g. see in Fig. 18 the transverse forces in
the LHC dipole.

Table 2
Expected multipole performance, at injection and at 8.40 T

(In units of 10"4 relative field error at 10 mm)

n

2

3

4

5

6

7

8

9

10

11

At injection,

Mean

norm.
b n

±0.5

-3.6±0.3*

±0.2

0.18±0.05*

-0.004

-0.026

0.0

0.006

0.0

0.008

skew
an

±0.3

±0.3

±0.2

±0.05

0.0

0.0

0.0

0.0

0.0

0.0

0.58 T

Random

norm.
a[bn]

0.4

0.5

0.1

0.08

0.02

0.01

0.005

0.003

0.002

0.001

skew
o[an]

1.0

0.15

0.1

0.04

0.01

0.01

0.005

0.004

0.002

0.001

At nominal operation, 8.40 T

Mean

norm.
b n

1.0±0.5

0.5±0.3*

±0.2

0.06±0.05*

-0.005

0.006

0.0

-0.001

0.0

0.008

skew
an

±0.3

±0.3

±o.2

±0.05

0.0

0.0

0.0

0.0

0.0

0.0

Random

norm.
o[bn]

0.4

0.6

0.1

0.05

0.006

0.009

0.001

0.001

0.0

0.0

skew
o[an]

1.0

0.15

0.1

0.04

0.01

0.003

0.002

0.001

0.0

0.0

•Systematic t>3 and bs are compensated by correctors at each dipole end. The t>3 values in
this table indicate the magnitude of the persistent current effect at injection and of the yoke
saturation at 8.4 T, the coil geometry being designed for t>3 = 0.
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Table 3
Estimation of the additional magnetic errors during the ramp of the field

for an interstrand contact resistance of 10 \iQ

n

1

2

3

4

5

Field at x = 1 cm [mT]

normal

4.8

0.03

0.24

0.018

0.091

skew

0.54

0.060

0.060

0.018

Relative field error at injection

bn

9.0

0.056

0.45

0.034

0.17

an

0

1.0

0.11

0.11

0.034
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Fig. 17 Field orientation measured in the two apertures of three, 10-m long LHC dipole
models (A 1, A2, A3)

Specific heat of materials (NiTi, Cu, etc.) are very low** at 4.2 K (for NbTi,
C = ~ 6.5 x 10-4 J/g K, for Cu, C = ~ 1 x 10"4 J/g K) and is about a factor 10 lower at
2 K.

A superconductor stays in the s.c. state when temperature, magnetic field and current
density are below their critical values.

The temperature margin, the difference between the conductor working temperature and
the critical temperature at the working field and current, is usually very small (1 - 2 K).
(E.g. in LHC dipoles - 1 . 2 - 1 . 4 K.)

Even extremely small sudden movements of the cable (or even of a strand) or cracking of
the insulation generate enough heat to raise local parts of the superconductor above the
critical temperature, provoking premature quenching (training).

It is therefore necessary to limit those sudden movements by a careful design and
construction of the force containment structure. Elastic gradual deformations are
permitted, to a certain extent.

of the room temperature spec, heat
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40t/m
1—1100 l/m

Fig. 18 Transverse electro-magnetic forces in the LHC dipole coils at 9-T field

5 .2 "Roman Arch" concept for mechanical stability
Coils are built from different materials: conductors, metallic or insulating spacers,

insulations, and glye. (epoxy or polyimide resin) to keep everything together, at least during
fabrication.

Sometimes the construction is even more loose: one wants to avoid sticking of the
insulation to the conductor in order to:

- Let the conductor slide with little friction inside the insulation, to prevent sudden release
of heat in case of small movements.

- Let the liquid helium enter into direct contact with the conductor to carry away heat. This
is beneficial to stability and essential in case of pulsed magnets or if the magnets have to
be operated in helium II (=2 K), and to remove heat deposited by beam losses (e.g.
LHC).

Insulation and glues cannot be relied upon to withstand the high tensile stresses that result
from the electromagnetic forces. If nothing is done cracks and micro fissures will develop and
the magnet will repetitively quench (training). The solution lies in the application of an adequate
pre-compression which will prevent any tensile stress in the coil when e.m. forces are applied.
A successful idea was to make the coil behave as a Roman Arch. For cos nfl winding
configurations the external structure applies a radial inward compression which, as in Roman
arches, is transformed into azhnuthal compression inside the coil which counteracts the
formation of tensile stresses that would otherwise appear under the action of the electro-
magnetic forces (Fig. 19).

A roman arch can be built from materials of poor or even zero tensile properties (e.g.
from dry stones), provided they have a good resistance to compression. For the concept to
work the coils should not be supported inside.

This concept was first thought of and applied to the design and construction of the ISR
low-P quadrupoles (1974) [23], then adopted in practically all s.c. main magnets for
accelerators.

In the example of the ISR quadrupoles (Fig. 20), the pre-compression was applied by
means of aluminium-alloy shrinking rings through the yoke quadrants and a set of stainless
steel spacers. The main advantages of using an aluminium alloy instead of other materials (e.g.
stainless steel) for the shrinking rings were the same as those mentioned in section 5.3 for the
collars.
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Fig. 19 Roman Arch analogy Fig. 20 ISR superconducting quadrupole

5.3 Force-containment structures
The purposes of the force-containment structures are:

To prevent any sudden movement of the conductors leading to premature quenching and
training. For this, the structure must not only be sufficiently strong to hold the e.m.
forces without damage, but must also be able to pre-stress the coil in such a way that any
tensile stress is prevented at all excitation conditions.

To limit the elastic deformations of the coils, so that the field quality is maintained at all
field levels.

To guarantee the required structural and dimensional integrity of the magnet.

To achieve this, considerable pre-loads are necessary at operation temperature: e.g. for
dipoles operating at 10 T azimuthal average compressive pre-stresses of the order of
80-100 N/mm2 in the coils are usual.

For magnets working at moderate fields, up to about 5.5 T, coil clamping is in general
achieved simply by collars which are adequately compressed when mounted around the coils
and locked in position by means of dowels or keys. Different solutions are however adopted
concerning the collar material (aluminium alloys, non-magnetic steels, steel-yoke laminations)
and their locking system (dowel rods through quasi-circular holes, keys inside grooves).

The main advantage of aluminium alloy collars is that they produce an increase (or at least
not a decrease) of the prestress on the coil at cool-down, thanks to their high thermal
contraction. In this way the high prestress is applied only when needed and not at room
temperature, where creep of insulation or even of copper may occur in the long run. Another
advantage is lower cost of material and fabrication. A drawback when compared to stainless or
other non-magnetic steels is that more space (wider collars) is required because of lower elastic
modulus and tensile/compressive strength. In some cases, however, the coil-to-yoke distance
is imposed by the required field quality. In addition, aluminium alloys are more sensitive to
stress concentration under fatigue conditions, so that it is not advisable to use grooves and keys
to lock them. A problem with present collaring systems is that the coils have to be compressed
more than strictly necessary in order to produce the clearances (typically 0.1 mm) which permit
the insertion of rods or keys and to compensate for the elongation of the collar "legs" under the
reaction of the coils when releasing the press. Concerning the latter, austenitic steels behave
better than aluminium alloys owing to their larger elastic modulus (10-20% higher prestress
remaining after releasing the press). On the other hand with austenitic-steel collars one is bound
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to loose an important fraction (~ 30%) of the prestress during cool-down. This can be accepted
in magnets for moderate field levels, but is severely penalizing for high-field magnets in which
the prestress that must then be applied at room temperature may exceed the acceptable creep
limits (magnets should be able to survive long storage time at room temperature).

It is recognized that to achieve efficient designs for fields above 6 T, it is necessary that
the rest of the structure (yoke + other components) contributes to the containment of the
forces. So, in the HERA dipoles, which were designed for a lower operation field, above 6 T
the collars come in contact in the horizontal plane with the yoke, which acts as a stopper to limit
the deformation of the coil/collar assembly [24]. This, however, happens after a non-
negligible radial outward elastic expansion (~ 0.1 mm) of the assembly at the median plane.

For the LHC 8 to 10 T dipoles (Fig. 3) a new type of mechanical structure was
designed [25] in which aluminium-alloy collars are surrounded by a vertically split yoke (with
open gap at room temperature) clamped by a stainless steel shrinking cylinder. The collars are
clamped around two coils at room temperature with a moderate pressure to avoid risk of room
temperature creep. During the cooling process the shrinkage of the collars increases the pre-
compression in the coils, while the yoke halves, which are actuated by the outer shrinking
cylinder, move horizontally inwards applying additional compressive forces to the collar-coil
assembly in the direction just opposite to the main action of the e.m. forces. The gap between
the two parts of the yoke closes at a predetermined lower temperature and when cool-down is
completed a compressive force is produced at the mating face between the yoke halves. If this
force is equal or larger than the horizontal resultant of the e.m. forces, the gap remains closed in
all operating conditions and the split iron behaves as a single stiff solid body. Coil
displacement and deformation under the electromagnetic forces are, therefore, greatly reduced,
as compared to a simple collar clamping system, with beneficial effects on magnet stability and
also on field quality.

In the example of the LHC dipoles at 9 T field the horizontal radial elastic expansion of
the coil at the median plane is only about 0.05 mm. In the same conditions the maximum
compressive stress in the coil inner layer is 81 N/mm2, to be compared to 126N/mm2

computed for a structure of the same dimensions, but without the compressive prestress on the
split-yoke mating faces. The price to be paid for this more efficient, but also more complex
structure is that its components have to be produced with tighter dimensional accuracy to ensure
that they perfectly fit together.

Axial electro-magnetic forces in high-field magnets produce large stresses and strains in
the coil. A quick way to determine globally the axial force is to simply take the derivative of the
magnetic stored energy with respect to the axial direction dW/dz. In die LHC 15-m long dipole,
at 9.6 T, close to the conductor short sample limit, the stored energy per metre length is
670 kJ, the axial force is then 0.67 MN and the axial tensile stress in the coils would be about
100 MPa and the elastic elongation 12 mm. Magnet ends have, therefore, to be adequately
supported by the external structure and a detailed stress analysis has to be done for any end
design. Part of the axial force is transferred by friction from the coils to the outer structure, in
general the shrinking cylinder, via collars and yoke. The rest is taken by end plates and from
them transferred to the strongest longitudinal elements, normally the shrinking cylinder.
Sharing between the two parts depends on the construction. Measurements have shown that
with the LHC dipole construction type only a fraction of 15-20% of the axial electro-magnetic
force is taken by the end plates. Figure 21 is a longitudinal section of the magnet showing the
special bolts which carry the force from the coil end pieces to the end plates. These bolts are
also used to pre-compress slightly the coil axially at assembly.

Design and stress analysis of the force supporting structures are normally first carried out
using the classical mechanical engineering methods and then refined with the aid of modern
computer packages which can calculate the e.m. force distribution, the behaviour (stress and
strains) of the whole magnet and of each of its components under all operational conditions, and
during assembly. Many examples of this procedure can be found in the literature [26, 27], a
recent treatment for the LHC dipole is reported in Ref. [28].
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INFLUENCE OF EDDY CURRENTS IN SUPERCONDUCTING
PARTICLE ACCELERATOR MAGNETS USING RUTHERFORD-
TYPE CABLES

A. Devred1 and T. Ogitsu2

Superconducting Super Collider Laboratory*, Dallas, USA

Abstract
A model describing the influence of eddy currents in superconducting
particle accelerator magnets using flat, two-layer, Rutherford-type
cables is developed. The model relies on a two-dimensional field
calculation, and considers two types of eddy currents: 1) the intra-
strand eddy currents flowing within the cable strands and coupling the
superconducting filaments, and 2) the inter-strand eddy currents
flowing from strand to strand through the contact resistances at the
crossovers between the two cable layers. The model can be used to
compute the power and the field distortions produced by the eddy
currents and is applicable to most of the existing designs of
superconducting particle accelerator magnets.

1 . INTRODUCTION

Most of the large hadron synchrotrons use superconducting particle accelerator magnets.
The operation of a synchrotron generally includes an acceleration phase during which the
magnets are ramped from a low field (injection mode) to a high field (extraction or collider
mode). While ramping, the varying field induces eddy currents in various components of the
magnets, which result in heat dissipation and field distortions. The heat dissipation raises the
magnet temperature and can lead to quenching. The field distortions perturb the beam
circulation and can result in beam losses. Of course, the faster the acceleration, the more
serious the potential for ramp-related problems.

A recent example of a fast-cycling machine for which superconducting magnets were
considered is the High Energy Booster (HEB) of the Superconducting Super Collider (SSC)
[1]. In this accelerator complex, which was to be built near the picturesque town of
Waxahatchie, 35 miles south of Dallas, Texas, USA, the HEB would have accelerated protons
from 0.2 TeV to 2.0 TeV and would have served as an injector to the final stage, called the
Collider. In the Collider, also relying on superconducting magnet technology, protons in two
counter-rotating rings would have been accelerated to 20 TeV and stored for up to 24 hours
while collision occurred at several interaction points. The injection time from the HEB to the
Collider was fixed at 1 hour, during which the HEB was to be cycled eight times between
-6650 A and +6650 A, at a ramp rate of 62 A/s. At the end of injection, the Collider was to be
ramped from the injection current (of the order of 650 A) to 6700 A at a ramp rate of 4 A/s.
Hence, the HEB magnets were supposed to be operated in a bipolar mode and at a relatively
large ramp rate.

The SSC project was cancelled on October 20, 1993 by decision of the United States
Congress, after a production of 20 5-cm aperture, 15-m long superconducting dipole magnet
prototypes, aimed at both the HEB and the Collider, had been completed. All of the prototypes

1 Now at Commissariat a l'Energie Atomique, Centre d'Etudes de Saclay, 91191 Gif-sur-Yvette Ce"dex, France.
2 Now at KEK, National Laboratory for High Energy Physics, 1-1 Oho, Tsukuba-shi, Ibaraki-ken, 305, Japan.
* Operated by the Universities Research Association, Inc. for the U.S. Department of Energy under Contract No.
DE- AC35-89ER40486.
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were thoroughly cold-tested, and it was found that the quench performance at 4 A/s [2-6], and
the geometric field errors [7-11] were quite satisfactory. It appeared, however, that most of the
prototypes exhibited a strong ramp rate sensitivity which was not acceptable for HEB
operations [12-15]. The ramp-rate sensitivity of these magnets fell in at least two categories
that could be correlated to the manufacturer and production batch of the strands used for the
inner-coil cables. The first category, referred to as type-A, is characterized by a strong
quench-current degradation at high ramp rates, usually accompanied by large distortions of the
multipole fields and large energy losses. The second category, referred to as type-B, is
characterized by a sudden drop of quench current at low ramp rates, followed by a much milder
degradation at larger rates. The multipole fields of the type-B magnets show little ramp-rate
sensitivity, and the energy losses are smaller than for the type-A magnets. The test data from
the type-A magnets suggests the presence of large eddy currents in the magnet coils while
ramping, while the type-B behavior may result from anomalies in the transport-current
repartition among the strands of the Rutherford-type cables used in these magnets [14,15].

In this paper, we develop models describing the various types of eddy currents in
superconducting particle accelerator magnets along with their effects on the magnets'
performance. These models were originally developed to explain the type-A behavior observed
on the SSC dipole magnet prototypes. Their formulations, however, are general enough to be
applied to most of the existing designs of superconducting particle accelerator magnets using
flat, two-layer, Rutherford-type cables. Detailed interpretations of the ramp rate sensitivity data
from the SSC prototypes are presented elsewhere [15].

2 . EDDY-CURRENT SOURCES

Let us start by reviewing the possible sources of eddy currents in SSC-type magnets.

As is the case for most superconducting particle accelerator magnets, the SSC magnet
coils are wound with Rutherford-type conductors, which consist of a few tens of strands
twisted together and shaped into a flat, two-layer, slightly keystoned cable. The strands
themselves consist of thousands of superconducting filaments twisted together and embedded
in a matrix of high purity copper. At liquid-helium temperature, the resistivity of high-purity
copper becomes very low, eventually resulting in filament coupling [16]. Although the
twisting of the filaments helps to reduce this effect, noticeable eddy currents flowing from one
filament to another through the copper matrix can still be generated when the strands are
subjected to a varying field. These eddy currents are referred to as intra-strand eddy currents.

Furthermore, the mid-thickness of the two-layer cable is smaller than twice the strand
diameter and the contact surfaces at the crossovers between the strands of the two layers can be
relatively large. Also, during magnet assembly, the coils are pre-compressed azimuthally [17].
Large pressures are thus applied perpendicularly to the cables that keep the strands firmly in
contact. The large contact surfaces and high pressures eventually result in low contact
resistances at the strand crossovers that couple the cable strands. Loops are thus formed where
significant eddy currents can take place when the cable is subjected to a varying field. These
eddy currents are referred to as inter-strand eddy currents.

In addition, eddy currents are generated in all the other conductive components of the
magnet, such as copper wedges and iron-yoke laminations, but these can be shown to only
provide minor contributions [18].

This brief review thus points towards the cable and the cable strands as the largest
sources of eddy currents. We shall now develop numerical models enabling one to compute
the intra-strand and inter-strand eddy currents generated within a magnet coil along with the
power they dissipate and the effects they produce on the multipole fields. These models,
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however, require a computation of the transport-current field. We thus shall begin by
describing how to compute the transport-current field.

3 . COMPUTING THE TRANSPORT-CURRENT FIELD

In the long, almost straight, section of the magnet, the field can be considered as two-
dimensional. Let (O,x,y,z) designate a rectangular coordinate system such that the z-axis is
parallel to the ideal beam orbit and O is at the magnet center. It is convenient to introduce the
complex function, B, defined as

y ( ) (x,y) , (la)

where Bx and By are the x- and y-components of the field. The complex function B can be
expanded into a Taylor's series of the form

(lb)
n=0 ^ ^ref J

Here, Bn and An are the so-called normal and skew 2(n+l)-pole fields and /?ref is the reference
radius. (For SSC magnets, /?ref = 1 cm.)

The symmetries of a cosine-theta distribution of conductors are such that only even
normal multipole fields, also called allowed multipole fields, can be non-zero. In real magnets,
however, manufacturing errors and non-uniformities in the material properties can result in
violations of these symmetries and lead to non-zero unallowed multipole fields. Typical
examples of such violations are: a top/bottom asymmetry, which results in a non-zero skew
quadrupole field (A\), and a left/right asymmetry, which results in a non-zero normal
quadrupole field (50 [11].

For SSC dipole magnets, the dipole field is expected to be about 104 times larger than
any other multipole fields. Hence, it is customary to introduce the dimensionless multipole
coefficients, an and bn, defined as

a n = 1 0 4 ^ , (2a)

and

bn=z\0*-2- . (2b)

The complex transport-current field, Bt, produced by the coil assembly of a dipole
magnet like those pictured in Fig. 1 can be calculated by dividing each turn of the coil into
elementary current-lines parallel to the z-axis.

Let / be an index referring to the coil layer number, k be an index referring to the turn
number within a given coil layer, and j be an index referring to the current-line number within
a given turn. From Ampere's theorem, the complex field, Bl,'k's(x + iy) generated by a given
current-line is

Bl
t'

k'i[x + iy) = -
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Fig. 1 5-cm aperture SSC/FNAL dipole magnet prototype

where /IQ is the permeability of vacuum, l'Xj is the current-line intensity and
z, 'J = x; '' + ry, J is the current-line position in the complex plane. The current-line intensity
is related to the transport-current intensity, If, by

= £/,* n
(4)

7,*

where nlk is the number of current-lines used to represent turn k of layer /, elk = -1 for a

current-line in quadrant 1 or 4 Re(zJ'*'7 J > 0 , and elk = +1 for a current-line in quadrant 2 or

3[Re(z!'*J)<ol.

If the current-line is located inside a circular iron yoke of radius, Ry, the contribution of

the iron yoke can be shown to be the same as that of a mirror current-line of intensity, l\'kJ,

and position, z,'*y, where [19]

J
fi+1

/,'•*•',

and

(5a)

(5b)

Here fi designates the magnetic permeability of the iron yoke and {z\'k'i) * designates the

complex conjugate of z't'
kJ. Note that the mirror image method is only applicable if the iron-

yoke permeability is uniform.
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The transport-current field produced by the magnet assembly is obtained by summing the
contributions of all the elementary current lines. In the current range where the iron yoke is not
saturated, B, may thus be written

(6)

where T, is the local complex transfer function given by

If li-l
l.kj
t,m

(7)

Here, AT/ designates the total number of turns in layer /. Equation (7) shows that, in the current
range where the iron yoke is not saturated, T, is independent of the current and is only
determined by coil geometry and by the inner radius and the magnetic permeability of the iron
yoke. (In most practical cases, fi can be assumed to be infinite.)

For \x + iy| < \zl,'kJ\, the first fraction of Eq. (7) can be expanded as a series

-zl
t'

kJiy)-zl
t

(8)

*-t

and, for \x + iy\ < |zj;*'y a similar series expansion can be derived for the second fraction of

Eq. (7).

Hence, within the coil aperture, B, may be written

x + iy (9)
n=0

where RTef is the reference radius introduced in Eq. (1), and AnJ and Bnt are the geometric
components of the (2«+l)-pole fields given by

*,, + i4, = - - ^
2 AT, £ "u

1=1 k=l nl.k ;=

(10)

Equation (10) shows that An>t and Bnt vary linearly as a function of /,.

In practice, a good computational accuracy can be achieved by taking for /i/* an even
number of the order of N[, where iV; is the number of strands in the layer-/ cable, and by
representing each turn by two layers of equally spaced current-lines (see Fig. 2). In this paper,
we use

for N[ even, (lla)

and

for Ni odd, (lib)
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and we take for z\fk>i

M'J =U-

and

'* H
4

3Z ' I f o r ; , l < 7 < - ^ , (12a)

(12b)

where Z)'* through Z,* designate the positions in the complex plane of the four corners of
turn k of layer / as defined in Fig. 2.

Fig. 2 Current-line model for the
calculation of the transport-current field
produced by a given turn of a two-layer
cosine-theta coil wound with Rutherford-
type cables

Fig. 3 Micrograph of a SSC inner strand.
The strand consists of three concentric
regions: 1) a copper inner core, 2) an
annular superconducting multifilamentrary
composite, and 3) a copper outer sheath

4 . MODEL FOR INTRA-STRAND EDDY CURRENTS

4.1 Case of a single strand

Let us first consider a rectilinear and infinite strand, exposed to a uniform, time-
dependent, complex external field, Bt(t), perpendicular to its axis. The shielding currents
generated within the strand can be shown to produce a complex magnetic moment, Ms, given
by [16]

M = M + \m =
fi0 dt

(13)

where Msx and Msy are the x- and ^-components of the magnetic moment, R3 is the strand

radius, and rs is the effective time constant of the shielding currents. The power, Ps,
dissipated per strand unit length by the shielding currents is given by
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p _ 2**3
S~ Ho

dB,
dt

(14)

As can be seen from the micrograph presented in Fig. 3, the SSC strands consist of three
concentric regions: 1) a copper inner core, of outer radius, R\, and resistivity, p\, 2) an
annular multifilamentary composite, of outer radius, R2, and transverse resistivity, pi, and 3) a
copper outer sheath, of resistivity, pj. For such geometry, the effective time constant of die
shielding currents can be estimated as [20]

T = T + T + T
s core composite sheath »

(15)

where Tcore corresponds to the shielding currents generated in the inner core

2p,
(16a)

Tcomposite corresponds to the shielding currents generated in the annular multifilamentary
composite

composite (16b)

and Tsheath corresponds to the shielding currents generated in the outer sheath

T =
sheath

(16c)

In Eqs. (16a) through (16c), Ls designates the strand twist pitch.

The resistivity of the inner core and of the outer sheath can be taken equal to the
resistivity of bulk copper, pb, which depends on the bulk copper Residual Resistivity Ratio,
noted RRRfc (defined as the ratio of the resistivity at 273 K and 10 K to the resistivity at 10 K
and 0 T), the local temperature, T, and the local field strength, Bt. For the case of high contact
resistance between the superconducting filaments and the copper matrix, the transverse
resistivity of the multifilamentary composite can be evaluated as [21]

1 + A
(17)

where A is the fraction of superconductor in the composite and pm is the copper matrix
resistivity.

For an hexagonal lattice of filaments, we have

A= pr 1+ —
2Vn d

(18)

where d is the filament diameter and s is the filament spacing. In the case of SSC strands,
d = 6nm, s=\ \im, and A« 0.67.
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In the case of SSC strands, the determination of pm is complicated by the fact that, at low
temperatures, the interfilament spacing is smaller than the electron mean free path in copper.
Hence, at low temperatures, the filaments of the composite act as boundary scatterers, resulting
in an enhancement of the copper matrix resistivity with respect to bulk copper. This
enhancement can be estimated as [22]

6.56 10"16

Pm=Pb+ (19)
s

For RRRfc = 200, we get: pb(10 K, 0 T) = 7.8 10"1 * Om and pm(10 K, 0 T) =7.3 10"10 Qm,
which shows that, at low temperatures, the copper matrix can be 10 times more resistive than
the inner core or the outer shell.

Furthermore, the RRR values quoted in Tables I(a) through I(c) of Reference [14] as
measured on SSC cable short samples or on SSC magnet prototypes during cold testing
correspond to

p,(273K,0T)
R R R _ ZI1 i (20)

p,(10K,0T)

where pt is the longitudinal resistivity of the cable. For SSC-type cables

1-fl I_L_A±+ izi_JL_ 1
Pt \ * l + rcusJPb *> 1 + rcusPm

where rcus is the strand copper-to-superconductor ratio.

At 273 K, pm ~ pb, and Eq. (21) can be written

(22a)

At 10 K, however, one needs to take into account the enhancement of the copper matrix
resistivity due to boundary scattering. Equation (21) then becomes

l ) ,
pr(10K,0T) 1, Al + rcuJp,(10K,0T) X l + rM p ( 1 0 K f 0 T ) , 6-56 10 16

s

By combining Eqs. (20), (22a), and (22b), and introducing the definition of RRRfc, we
obtain

^ 11 , 1.23,0

Here we have assumed: p^(273 K, 0 T) = 1.55 10~8 Qm.
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Equation (23) allows one to determine RRR& from the measured RRR of the cable. As
an illustration, for RRR = 200 and rcus = 1.5, we get: RRRj, = 290, which corresponds to the
RRR value of the raw copper thought to have been used by the SSC strand manufacturers [23].
Thus, for the magnets listed in Tables I(a) through I(c) of Reference [15] as having an RRR of
the order of 200, we can conclude that coil curing was accompanied by a nearly full annealing
of the copper.

Having calculated p\, P2, and P3, we can now go back to the estimation of the effective
time constant of the shielding currents. Let *core designate the ratio of the inner core cross-
sectional area to the strand cross-sectional area. We have

and

H ^ • (25>

For SSC inner strands, R3 = 0.404 mm and j^Ore - 10%- With rcus = 1.5, we get:
0.128 mm and /?2 * 0.338 mm, and with Ls - 13 mm, Eqs. (16a) through (16c) become

2.6910"13

( 2 6 a )

Composite - „ / D D D T D \ ^ c < i n - 1 0 ' ^ 2 6 b ^
3.2610"13

pb(RRRb,T,Bt) + 6.56

and

3.45 10"13

These time constants can be compared to those derived from ac loss measurements on
strand short samples reported in Reference [24]. For RRR = 37 (sample F-l), T = 10 K, and
B = 1 T: Tcore = 0.8 ms, T ^ ^ = 0.3 ms, and Tsheath = 1.0 ms, which gives: xs = 2.1 ms,
while the ac loss measurements yielded 3.6 ms. For RRR = 126 (sample F-2), T = 10 K, and
B = 1 T: Tcore = 2.2 ms, TcomposiIe = 0.4 ms, and Tsheath = 2.9 ms, which gives: r, = 5.5 ms,
while the ac loss measurements yielded 6.5 ms. The predicted values thus appear to be of the
right order of magnitude, but somewhat lower than the values derived from the test data.

4.2 Case of a magnet coil

Having treated the case of a rectilinear and infinite strand, we can now go back to the case
of a magnet coil. In the current-line model described in section 3, the effects of intra-strand
eddy currents can be calculated by associating with each current-line a complex magnetic
moment, M'/*^, defined as

U J _ Nt 2K(Rtf dBt(z!;)
intra" "u th dt *' ' ( 2 7 )
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where R^ designates the outer radius of the strands of the layer-/ cable, and t't'
kJ designates the

effective time constant of the shielding currents estimated for a strand of the layer-/ cable at a
field of B, (z't'

k'J) = B, (z''*';). When ramping the transport-current, the time derivative of B, is
simply given by

dt
_dl
~dtl>

(28)

The complex field, B | ^ , produced by M j ^ ' may be derived by representing the
magnetic moment by the current-line doublet shown in Fig. 4. This doublet consists of a
current-line of intensity (-l'/J) located at z't

kJ, and a current-line of intensity (+l'fJ) located

at (z {{'*'•' where is perpendicular to the orientation of the vector magnetic

moment. The doublet strength, defined as , is taken to be equal to Mlkj =

Let M[^x and
thus have

[£jty designate the x- and y-components of the vector magnetic moment, we

(29)

From the expressions derived above for the field produced by a current-line within a circular
iron yoke, it follows that, for be + iyl < \zl

t'
kJI and be + iyl < \z't'

kJ + d1^ I, B j ; ^ is given by

(30)

where

1/1+1

• (31)

Fig. 4 Representation of a vector magnetic moment by a current line doublet
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For ld|;^l «\z' t
X i\, we can write

- in +1) 02a)

Similarly, we have

( 3 2 b )

Combining Eqs. (29), (31), (32a), and (32b) then yields

intra V / I rw > *J
•(33)

It can be seen from Eq. (33) that the dependence of ^ * ^ and B j ' ^ on the ramp rate is

determined by the dependence of M [ ^ , which were shown to vary linearly as a function of

(d/t/df).

The overall complex field, Bintra, produced by the intra-strand eddy currents generated
within the magnet coil is obtained by summing the contributions of all the magnetic moments.
Within the coil aperture, Bjntra may be written as

Bintra(* + iy) =
n=0

(34)

where Aniintra and 5n,intra are the intra-strand eddy current components of the (2n+l)-pole
fields given by

J U . + iA,,^ = t X I BSL + iAlJi- (35)
;=l i=i ;=i

Similarly, the overall power, Pmtra. dissipated per coil unit length by the intra-strand
eddy currents is given by

P =
'•ilia mtra ' (36)

where /^ '^ is the power loss per unit length associated with

intra
lk

(37)



104

The above expressions show that Anijntra and £«,intra vary linearly as a function of
(d/t/d/), while Pinna is proportional to (d/t/dr)2.

4.3 Discussion

The model described in the previous section enables one to calculate the field distortions
and the power dissipation due to intra-stand eddy currents. Let us first discuss the field
distortions.

The distribution of magnetic moments determined above follows the symmetries of the
transport-current field. Hence, if we neglect the geometric errors and if the strand properties
are uniform, only the allowed multipole fields (i.e., in a dipole magnet, the even normal
multipole fields) are affected. For a given magnetic design and given strand geometries, and
assuming that the RRR is the same for the two inner and two outer coils, the dependence of
2?2>n,intra on (dlt/dt) can be expressed as

Here, the dependence of B%miIitn
 o n h comes from the fact that, in Eq. (27), Mjn^ is a function

of T?*'' , which itself is a function of pb, and, thus, depends on the transport-current field at

Table 1 summarizes the values of B^^, S2°intra, and B°iBla obtained for the 5-cm
aperture SSC dipole magnet design at 2000 A. In these computations, we assumed: r ^ = 1 . 5
and xC0K = 0.1 for the inner-layer cable, and rcus = 1.8 and xC0K = 0.1 for the outer-layer cable.
All the other parameters were taken at their design values. The various lines of Table 1
correspond to various RRR values and lists the effective time constants of the shielding
currents calculated in average over the inner-layer and outer-layer line-currents. Intra-strand
eddy currents appear to have a relatively small effect on the multipole fields (for instance, the
values of 5° intra, and B° iaaa are one order of magnitude smaller than the slopes of multipole
fields versus ramp rate, SB 2 and SB4 , determined from magnetic measurements performed on
SSC dipole magnet prototypes and reported in Table IV of Reference [15]; note also that the
signs of fi^intra anc^ .̂intra ^ opposite to the signs of S%2 and 5B 4 ) .

Table 1
Predicted field distortions due to intra-strand eddy

currents for 5-cm aperture SSC dipole magnets at 2000 A

RRR

100
150
200

inner3

4.1
5.0
5.7

's(ms)
outer1"
4.9
6.6
8.0

"O.intra

(Gauss/(A/s))
-3.2 10°
-3.9 103

-4.5 103

°2,intra

((Gauss/(A/s))
-1.0 10°
-1.2 103

-1.4 103

•D4,intra

(Gauss/(A/s))
0.082 10"J

0.098 10"3

0.11 10"3

b
Average over inner-layer line-currents
Average over outer-layer line-currents

Let us now discuss the power dissipation. Similarly to the multipole fields, the
dependence of Pjntra on (d/t/df) can be expressed as
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p = p°
intra mtra

(39)

Figure 5 presents plots of P°Bta as a function of 7t for various RRR values. The power
dissipation appears to decrease as a function of transport current as can be expected from the
effects of magneto-resistance.

25
r ^

RRR -200
- - RRR* 150

RRR-100

2000 4000
Transport current l| (A)

6000 8000

Fig. 5 Computed power dissipated by intra-strand eddy currents per unit length of 5-cm
aperture SSC dipole magnets as a function of transport current and coil RRR. (The two inner
and two outer coils are assumed to have the same RRR.)

The energy, £intra> dissipated per coil unit length during a current cycle can be estimated
as

= J Pintra dt = £<L(RRR, c y c l e ) ^
cycle Q

where

E°Bta(RXR, cycle) = J Pfntra (RRR, 7t)|d/(
cycle

For a 500-5000-500 A cycle, we get

£°ntra(RRR = 100) = 61.1 10-3J/m/(A/s),

E°ntra(RRR = 150) = 76.4 \0~33/m/(AJs),

and
= 200) = 87.5 10"3J/m/(A/s).

(40)

(41)

(42a)

(42b)

(42c)

For a SSC 5-cm aperture 15-m long magnet, these values scale to numbers in the range 0.9 to
1.3 J/(A/s), which appear to be of the same order of magnitude as the smallest slopes of
energy loss versus ramp rate measured on SSC dipole magnet prototypes and reported in
Table V of Reference [15]. Given that the time constants we calculated were smaller than
those derived from test data on strand short samples, the power, and thus, the energy, we
compute may be somewhat underestimated. Hence, we conclude that intra-strand eddy current
losses may account for a significant fraction of the small losses measured on some of the SSC
dipole magnet prototypes, while they cannot account for the larger losses measured on the other
prototypes.
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5 . MODEL FOR INTER-STRAND EDDY CURRENTS

5.1 Case of a single cable

Let us first consider a single Rutherford-type cable, exposed to a time-dependent external
field. As we described earlier, and as is shown in Fig. 6, the Rutherford-type cables used in
SSC magnets consist of a few tens of strands, twisted together, and shaped into a flat, two-
layer, slightly-keystoned conductor. The strands themselves are straight, except at the cable
edges, where they are bent in a hairpin-like manner to ramp from one layer to the other. In
such geometry, there are two types of inter-strand contacts: 1) line contacts between adjacent
strands, and 2) surface contacts at the crossovers between strands of the two layers.

Fig. 6 Rutherford-type cable used in superconducting particle accelerator magnets

Following References [25] through [27], we assume that the crossover contact
resistances are much smaller than the line contact resistances, and that the latter can be
neglected. Hence, the smallest loops, where inter-strand eddy currents can be generated, are
constituted by two adjacent strands of one layer crossing over two adjacent strands of the other
layer. These loops are referred to as elementary loops, and the cable is represented by the
model circuit of Fig. 7.

TIP-059M

Fig. 7 Model circuit for a N-strand, two-layer Rutherford-type cable exposed to a time
dependent magnetic field. The cable parameters and the magnetic field, which may vary across
the cable width, are assumed to be uniform along the cable length
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Two indexes are required to properly identify the crossover contacts of the model circuit
of Fig. 7: one for the rows, p, where 1 < p < N-l, and one for the columns, q, where q can
assume all relative integer values. A row is defined as a series of crossover contacts on a
straight line parallel to the cable axis. A column is defined as a series of crossover contacts on
a zigzag line across the cable width. The rows are counted starting from the thin edge of the
slightly keystoned cable. The columns are counted from left to right, starting from an arbitrary
position along the cable axis. The current circulating in a given cross-over resistance, rPiq, is
referred to as ing, and is counted positively when flowing from the bottom to the top layer of
the cable (see Fig. 8). The magnetic flux, 4>n „, through an elementary loop is identified by the
indexes of the crossover resistance at its left-hand side corner and is countedpositively when
penetrating the cable from the bottom. For a given column of an TV-strand cable, there are (N-
1) cross-over resistances, cross-over currents, and elementary loops.

TIP-0S907

Fig. 8 Elementary loops of the model circuit for a Rutherford-type cable exposed to a time-
dependent magnetic field: a) at the thin edge of the slightly keystoned cable, b) in the middle of
the cable and for p even, b) in the middle of the cable and for p odd, and d) at the thick edge of
the cable and for N even

The crossover currents can be determined by applying Faraday's law to the (N-l)
elementary loops of the ^-th column. For the loop at the cable thin edge (see Fig. 8(a)), we get

(43a)

For the loops in the middle of the cable, and for p even, 2<p< N-2 (see Fig. 8(b)), we get

rp,qlp.q T'p+\,q+\lp+\,q+\ r
P-\,q+}lp-l,q+l (43b)

while for p odd, 3 < p < N-2 (see Fig. 8(c)), we get

(43c)
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For the loop at the thick edge of the cable, and if N is even (see Fig. 8(d)), we get

rN-\,qlN-\,q "*" '"jV-l.̂ +l'jV-l.̂ +I rN-2,qlN-2,q ~ , ' (43d)

while if N is odd, we get

r i +r i -r i - **»-*•< (43e)
r N-\,qlN-l,q ~ ' N-\,q+VN-i,q+\ ' N-2,q+llN-2,q+\ ~ ,. V*JW

at
A method to determine the general solutions of the system of Eqs. (43) is developed in

Reference [27]. The problem, however, can be simplified considerably by assuming that the
crossover resistances, the elementary fluxes, and the crossover currents are uniform along the
cable axis, and, forp, 1 <p < AM, and for all q, satisfy the conditions

= * „ ' (44b)

and

lp,q+i ~ lp,q ' (44C)

Then, the dependence of Eqs. (43a) through (43e) on the column number vanishes, and the
system can be written

(45a)
at

2 V P ~rpJP* ~rpJP-x = -jf- ' for p,2<p<N-2 , (45b)

and

d#w_,
2rAr_1iw_1 - rN_2iN_2 = —£=*- . (45c)

at
(Note that Eqs. (45a) through (45c) apply for both Af even and N odd.)

The solutions of the system of Eqs. (45) are

1 fe1 dtf>
i, = 2,, (N-m) — , (46a)

and

i
P=P~h 2*{p-m)—~ . for p,2<p<N-l . (46b)

rp rpm=1

In addition, the power, Pc, dissipated per cable unit length by the crossover currents can
be derived as
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P P
(47)f

where Lc is the cable pitch length.
Given the values of the elementary fluxes and of the crossover resistances, Eqs. (46a),

(46b), and (47) enable one to calculate the crossover currents and their power dissipation. The
next step is to calculate the eddy currents induced along the cable strands, to which we shall
refer as branch currents.

Looking again at the model circuit of Fig. 7, let Jlq designate the current circulating in
the branch from rlq to r1?+1 at the thin edge of the cable (see Fig. 9(a)), and let JNq designate
the current circulating in the branch from rN_iq to rN_lq+l at the thick edge of the cable (see
Fig.9(d)). For the top-layer branches in the middle of the cable, let 7 ^ designate the current
circulating in the branch from rp_lq to rpq, if p is even, 2 < p < N-l, and in the branch from
r
P-\.q t 0 rp,<7+p tip IS O(*d, 3 < p < N-l (see Figs. 9(b) and 9(c)). For the bottom-layer

branches in the middle of the cable, let 7 ^ designate the current circulating in the branch from
rp,q

 t 0 rp-i,9+i' tip is even, 2 < p < N-l, and in the branch from rpq to rp_hq, if p is odd,
3 < p <N-\. For a given column of a N-strand cable, there are (N-2) top-layer branch
currents, and (N-2) bottom-layer branch currents, which, with the two edge branch currents,
make a total of 2(AM) branch currents.

(c)

rp+1,q-1 \
•ip+1.q-1

,bot
Jp+1,q-1

\

TIP4S8CB

Fig. 9 Nodes of the model circuit for a Rutherford-type cable exposed to a time-dependent
magnetic field: a) at the thin edge of the slightly keystoned cable, b) in the middle of the cable
and for p even, c) in the middle of the cable and for p odd, and d) at the thick edge of the cable
and for N even.
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The branch currents can be determined by applying Kirchoff s law at the nodes at both
extremities of the (AM) crossover resistances. For the top and bottom nodes of r, (see
Fig. 9(a)), we get

V u ^ (48a)

and

•C>- '> . , =-A., • (48b)

For the top and bottom nodes of rpq, and for p even, 2<*p< N-2 (see Fig. 9(b)), we get

•CHWX > (48c)

and

while for p odd, 3 < p < N-2 (see Fig. 9(c)), we get

j*°p _j_ j _ y'°p f48e^

and

C>.,-i-'P,9 = - C - (48f)

For the top and bottom nodes of rN_ltj, and if N is even (see Fig. 9(d)), we get

•Ci.,-i+'*-!., = . '* , . (48g)

and

^ . , - 1 - ^ - 1 . , = ^ - . , , ' (48h)

while if N is odd, we get

y!?p, + j* , = / „ , f48n
N-\,q N-\,q N.q ' V^ u 1 /

and

^ . , - I -»N-I . , = ^ I . , • (48j)

The general solutions of the system of Eqs. (48) can be determined by following a
method similar to the method developed in Reference [27] for the crossover currents. Once
again, however, the problem can be simplified considerably by assuming that the crossover
currents and the branch currents are uniform along the cable axis, and, for p, 1 <p < AM, and
for all q, satisfy Eq. (44c) and the conditions

(44d)
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and

--J?a- (44e)

With these assumptions, the dependence of Eqs. (48a) through (48j) on the column number
vanishes, and it can be shown readily that

J? = J?, for p,2<P<N-l. (49)

Let Jp designate this common value. It thus appears that, in the middle of the cable, the branch
currents can be regarded as flowing along zigzag paths parallel to the cable rows.

Taking Eq. (49) into account, the above system of 2(N-l) unknowns and 2(N-l)
equations can be reduced to the following system of Af unknowns and (AM) equations

Jp = Jp-}
+ip, for P,2<p<N . (50)

The system of Eq. (50) has one more unknown than equation, and thus, is undetermined.
An additional equation can be written by expressing that no net current is expected to result
from the cable eddy currents. Hence, the sum of the branch currents flowing through a given
cross-section of the conductor should be zero

Combining Eq. (51) and the system of Eq. (50) yields

and

> f o r P.2<p<Af . (52b)
m=\

Equations (52a) and (52b) enable one to calculate the branch currents as a function of the
crossover currents, which, given the elementary fluxes and the crossover resistances, can be
determined using Eqs. (46a) and (46b).

If we further assume that the crossover resistances and the elementary fluxes are all
equal, Eqs. (46), (47), and (52) can be written

t for P,l<P<N-l, (53)

-N(N2 -1) + 2p(p - l)(3N -2/7 + 1) d0
Jp= i 1 ^ A ^ _ 2 ^ t f o r p , l < p < A ^ , (54)

and

(55)
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where rc and & designate the common values of crossover resistances and elementary fluxes.
Here we have used the well known identities

\r(M j_ii

(56a)

(56b)

(56c)

and

hp

N j

/ ,P
p=\

N

N(N-

2

6

_N2(N

4

[2N+1)

+ 1)2

Considering that there are N(N-l) elementary loops per cable pitch length, an estimate of
is simply given by

~ W ' L ' " (57)
N(N-l) r>i

where wc is the cable width, and Btl is the supposedly uniform component of the external
field perpendicular to the cable.

By combining Eqs. (54) and (57), on can derive the expression of the thin-edge branch
current, J\

fJJj-Uw:L.^k t (58)

which, with the thick-edge branch current, J^, can be verified to be the most intense.

By combining Eqs. (55) and (57), one can also derive the power dissipation

where we recognize an expression similar to that presented in Reference [25]. (Note that, in
Eq. (59), Lc corresponds to the full pitch length of the cable, while Reference [25] uses the
cable half-pitch length.)

For the SSC inner cable, N= 30, wc = 12.34 mm, and Lc = 86 mm. Assuming a field
ramp rate of 0.1 T/s and a crossover resistance of 1 mQ, we get: \I\\ = 137 A, and Pc «
1.1 W/m. This simple calculation shows that the branch currents can be very large and that the
crossover currents can dissipate sizable power.
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5.2 Case of a magnet coil

Having treated the case of a rectilinear and infinite cable, we can now go back to the case
of a magnet coil. Assuming that the elementary fluxes, the crossover resistances, the crossover
currents, and the branch currents are uniform along the axis of every turn of every layer, the
(N\-l) crossover currents, i, k p 1 < p < Nt — 1 ,and Nt branch currents, Jlkpl<p<N1—l , of
turn k of layer / can be computed as

1 d&lkm

ilkl=~- £ (N-m) •——- , (60a)
r\m=1 *"

and

\ £ ( ) ^ % for p^ZpZN,-!, (60b)
rl,k,p l,k.p «=1

j N-l

and

A*., = 4.*., + Z'u.« ' tot p,2<P<N , (61b)
m=l

where r l k p and 0U i P , l<^v",-l designate the (ATrl) crossover resistances and elementary
fluxes of the given turn.

The position in the complex plane, zl£'p of the center of the p-th elementary loop of turn
k of layer / can be estimated to be

* ^ Nx-2\ 2

and

f
2{N,-2){ 2

ltl for p,2
) F

( 6 2 a )

( 6 2 c )

where Z('* through Z '̂* designate the positions of the four corners of the given turn (see
Fig. 2).

Let E1/ and E1* designate the x- and y-components of a unit vector parallel to the
midplane of turn k of layer /. We have
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l.k _
, 7l,k 7l,k 7l,k

(63)

The components F'x'
k and Fl

y'
k of a unit vector perpendicular to the midplane of turn k of

layer / are given by

iF';k = i = -El;k + \El;k . (64)

Hence, at position zl£'p the component of the transport-current field, Bl± perpendicular
to the midplane of the cable may be derived as

= /,Re

and its time derivative may derived as

' lZ* ' j \jl,k + jr',* -j}'k- 7}'

(65)

dt
(66)

Considering that there are N\(N\-Y) elementary loops per pitch length of the layer-/ cable,
the time derivatives of the elementary fluxes can then be estimated as

, for /> = 1 and p = Nl-l , (67a)
dt dt

and

'•*./> _

dt df
for p,2<p<Ny-2 , (67b)

where ŵ  and l!c designate the width and the pitch length of the layer-/ cable. The difference
between Eq. (67a) and Eq. (67b) arises from the fact that, in the model circuit of Fig. 7, the
loops at the cable edges are smaller than the loops in the middle of the cable. It can be seen in
Eqs. (67a) and (67b) that, as expected, the time derivatives of the elementary fluxes are
proportional to (dlt/dt).

Given the values of the crossover resistances, and substituting the above expressions for
the time derivatives of the elementary fluxes into Eqs. (60) and (61), it is now possible to
calculate the crossover currents and the branch currents in each turn of the coil. As for the time
derivatives of the elementary fluxes, these eddy currents are proportional to

In the above computation, we assumed that the crossover resistances, the elementary
fluxes, and the inter-strand eddy currents were uniform along the cable axis. As a result, in the
middle of the cable, the branch currents flow along zigzag paths parallel to the cable rows.
Away from the cable, the field produced by a zigzag branch current can be approximated by the
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field produced by a rectilinear current-line of the same intensity and located at the centerline of
the zigzag path. Hence, the field distortions caused by the inter-strand eddy currents can be
calculated by associating with each turn of the coil, N\ current-lines, of intensity, l'e

Xp, where

Il*'P = hk.P ' f o r P,l£p£Nlt (68)

and located at zlf'p, where

^ , (69a)

\ for P,2±P<Nx-l (69b)
2{Nl-2){

and

7i,k

( 6 9 c )

The complex field, BJ^er, produced by the branch currents generated in turn k of layer /
is obtained by summing the contributions from the N\ current-lines associated with this turn,
along with the contributions from the mirror images of these current lines in the iron yoke.
Within the coil aperture, Bj;fCT may be written as

inter \ x + V) ~ 2Lt {^»,inter
n=0

where

(71)

Here, z'j^p designates the location of the mirror image in the iron yoke of the current-line
located at z';k'p (see Eq. (5b)). It can be seen from Eq. (71) that the dependence of A '̂*nter and
Earner o n m e rw®P rate is determined by the dependence of Il

e'
k'p, which were shown to vary

linearly as a function of (d//dr).

The overall complex field, Binter> produced by the inter-strand eddy currents generated
within the magnet coil is obtained by summing the contributions from each turn. Within the
coil aperture, we simply have

(72)
n=0

where An,imer and Banter are the inter-strand eddy current components of the (2n+l)-pole
fields given by
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/=! *=1

Similarly, the overall power, Pjnter» dissipated per coil unit length by the intra-strand
eddy currents is given by

°. , (74)
inter ' v /

where P1^ is the power loss per unit length of turn k of layer /

The above expressions show that Antin^T and Bn,jnter vary linearly as a function of
(dl/dt), while Pinter is proportional to (dl/dty.

5.3 Discussion

The model described in the previous section enables one to calculate the field distortions
and the power dissipation due to inter-strand eddy currents. The field distortions and the
power dissipation are mainly determined by the values of crossover currents and branch
currents, which themselves depend on the values of elementary fluxes and crossover
resistances. Hence, for a given magnetic design and given cable geometries, the only variables
in the model are the ramp rate and the values of crossover resistances. Let us, for now, assume
that the crossover resistance is uniform throughout the coils, and let rc designate this common
value.

Similarly to the intra-strand eddy currents, the distribution of inter-strand eddy currents
determined above follows the symmetry of the transport-current field. Hence, if we neglect the
geometric errors and if the crossover resistance is uniform, only the allowed multipole fields
are affected. In this case, the dependence of B lm inter and Pinter on (d/r,dt) and rc can be
expressed as

I>0 j r

n 2m.inter ~*t (1ft\
^m. inter ~ , „ > \'Q)

rc dt
and

'-•Hfl- (77)
r. \dt I

c

In Eqs. (76) and (77), the inverse proportionality of B .̂inter anc^ îmer t 0 * e crossover
resistance comes from the fact that the branch currents and the crossover currents are
themselves inversely proportional to rc.

Table 2 summarizes the values of 50°inttr, B°Met, Blimst, and /fBter obtained for a number
of superconducting dipole magnet designs built around the world. Table 2 includes the 5-cm
aperture SSC dipole magnet design discussed in this paper, along with the old 4-cm aperture
dipole magnet design considered at the beginning of the SSC project [28], and an alternate 5-
cm aperture dipole magnet design (referred to, as SSC/HEB), developed by SSCL [29]. It also
includes the results of computations for the Tevatron dipole magnets [30], the HERA dipole
magnets [31], and the dipole magnets for the Relativistic Heavy Ion Collider (RHIC) now
under construction at BNL [32]. The values in Table 2 correspond to cases where all crossover
contacts are assumed to be conductive. For the SSC designs, the multipole field values are
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quoted at a reference radius of 1 cm, while for all other designs, the reference radius is 2.5 cm.
Table 2 also lists the cable parameters relevant to the computation of inter-strand eddy currents.

Table 2
Predicted field distortions and power dissipation due to inter-strand
eddy currents for various superconducting dipole magnet designs

Transfer Function (T/kA^

Inner Cable
Width (mm)
Twist Pitch (mm)
Number of Strands

Outer Cable
Width (mm)
Twist Pitch (mm)
Number of Strands

Field Distortions'*

Sg, in tcr (Gauss.|*£l/(A/s))

B£ inler (Gauss.nn/(A/s))

Winter (GtU8S.|in/(A/s))

Power Dissipation

J>°ntCT ( lO^f i /m/ tA/s) 2 )

HliKA

0.935

10
95
24

10
95
24

+ 1.5

+0.4

-0.05

0.9

KIIIC

0.709

9.73
74
30

n/a
n/a
n/a

+0.5

+0.2

-0.02

0.3

SSC
4-cm Apert.

1.025

9.296
79
23

9.728
74
30

+2.6

+0.04

-0.05

0.7

SSC
5-cm Apert.

1.048

12.34
86
30

11.68
94
36

+6.5

+0.4

-0.02

2.4

SSC/HEB

1.028

12.34
86
30

11.68
94
36

+6.1

+0.4

-0.01

2.2

Tevatron

0.953

7.8
57
23

7.8
57
23

+0.6

+0.2

-0.01

0.4

a On magnet axis.
^ At Ihc reference radius (I cm for SSC designs. 2.3 cm lor all oilier designs).

In the case of the HERA dipole magnets, the cable strands were coated with a thin layer
of 5 wt% silver-95 wt% tin solder called Stabrite. The purpose of this coating was to prevent
the uncontrolled formation of a copper oxide layer on the strand surfaces, and to make the
crossover resistances as uniform as possible along the cable and throughout the magnet coils.
Measurements on short samples of HERA cables have shown: rc = 2.1 ± 0.5 u,Q [33].
Introducing this value into Eq. (76) yields

dlt/dt
0.2 Gauss/(A/s) (78)

This predicted ramp rate dependence of the normal sextupole field appears to be in good
agreement with the results of magnetic measurements as a function of ramp rate recently carried
out at DESY [34]. Such an agreement gives us some confidence that the model we have
developed has a sound basis.

In the case of the Tevatron dipole magnets, the coils were wound with so-called Zebra
cables. In a zebra cable, half of the strands are coated with Stabrite, while the other half are
coated with Ebanol. Ebanol is a chemical which favors the development of black copper oxide
on the strand surfaces. The Stabrite- and Ebanoi-coated strands are alternated, yielding a
pattern of black and silver stripes resembling a zebra. The purpose of this mixed coating was
to reduce the number of crossover contacts which are conductive while still allowing some
possibility of current redistribution among the cable strands. If we assume that the Ebanol
coating results in a perfect isolation, only the Stabrite/Stabrite crossovers let eddy currents
flow, reducing the number of electrical paths to one fourth. Hence, compared to a case where
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all crossover contacts are assumed to be conductive, the effects of inter-strand eddy currents for
a zebra cable are expected to be four times smaller.

In the case of the SSC dipole magnets, the values quoted in Table 2 show that the
5-cm aperture designs are much more sensitive to inter-strand eddy currents than the 4-cm
aperture design. This increase in sensitivity can be understood when considering that the
5-cm aperture designs rely on cables that are wider and have a larger number of strands. For
instance, Eq. (63) shows that the power dissipation per cable unit length is roughly
proportional to the square of the number of strands and to the square of the cable width.
Hence, when going from a 23-strand, 9.3-mm wide cable to a 36-strand, 12.3-mm wide cable,
the power dissipation in the inner coils can be expected to increase by a factor of 3. This ratio
is consistent with the increase in power dissipation per coil unit length seen in Table 2.

As for the intra-strand eddy currents, the energy, Winter, dissipated per coil unit length
during a current cycle can be estimated as

EiDta=JP^dt = ̂  -£, (79)

where
P.°

£Pter(cycle)= jP^dl,^-^ J|d/,| , (80)
cycle c cycle

For the 5-cm aperture SSC design and a 500-5000-500 A cycle, we get

' L r = 2 1 - 6 J.JiO/m/(A/s) . (81)

To complete this discussion of the model with uniform crossover resistance, Figs. 10(a)
and 10(b) present three-dimensional plots of A^ and firmer (z-axis) as a function of turn
position in the x-y plane. The computation was done for the 5-cm aperture SSC dipole magnet
cross-section, with rc = 1 \x£l and dl/dt = 1 A/s. It can be seen clearly that the amplitude and
sign of the contributions to the multipole fields of the inter-strand eddy currents generated in a
given coil turn strongly depend on the turn position. In the case of the skew quadrupole field,
the upper coil turns all yield a negative contribution, while the lower coil turns all yield a
positive contribution. If the crossover resistance is uniform, these contributions cancel out,
resulting in a zero Aiin t e r . For the normal sextupole, the pattern is more complicated, with a
change of sign in each coil quadrant, when going from the turns next to the pole to the turns
close to the midplane. However, Fig. 10(b) shows also that the contributions of the turns close
to the midplane are larger than the contributions of the turns next to the pole, thus resulting in a
net, positive Winter- Furthermore, unlike the formulae for the intra-strand eddy currents, the
signs of #2m.imer a n ^ ^m,iMer a r e m e s a m e ^ m e signs of the slopes of multipole fields versus
ramp rates, 5B 2 and S%4, determined from magnetic measurements performed on SSC dipole
magnet prototypes and reported in Table IV of Reference [15]. Note also that effects of the
same order of magnitude as 5 B 2 and SB 4 can be reproduced by considering crossover

resistances of the order of, or less than, 10 \iQ. It thus appears that the inter-strand eddy
current model we have developed may enable us to simulate behaviors similar to the anomalous
behaviors observed on some of the SSC dipole magnet prototypes.
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Fig. 10 Contributions to the multipole fields of the inter-strand eddy currents generated in a
given coil turn of the 5-cm aperture SSC dipole magnet cross-section as a function of turn
position: Top) skew quadruple field, Bottom) normal sextupole field. The multipole fields are
in Gauss. The crossover resistance is assumed to be uniform, equal to 1 [i£l, and the ramp rate
is taken equal to 1 A/s.

6 . CONCLUSION

An eddy-current model for superconducting particle accelerator magnets using flat, two-
layer, Rutherford-type cables was developed. The model considers intra-strand and inter-
strand eddy currents as the major sources of eddy currents. The calculation shows that, for
low values of contact resistances at the strand crossovers between the two cable layers, the
inter-strand eddy currents can produce large energy losses and field distortions while ramping.
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This suggests that inter-strand eddy currents may be the cause of the type-A behavior observed
on some of the SSC dipole magnet prototypes. This also indicates that controlling the inter-
strand resistance is essential to the good performance of superconducting particle accelerator
magnets with fast ramp cycles. Detailed interpretations of the SSC dipole magnet prototypes
test data in the light of the eddy current model developed in this paper are presented elsewhere
[15].
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IMPACT OF PERSISTENT CURRENTS ON
ACCELERATOR PERFORMANCE

B.J. Holzer
DESY, Hamburg, Germany

Abstract
Persistent currents are superconducting eddy currents circulating inside the
filaments of a s.c. magnet cable. They are induced by external field changes
and due to their contribution to the multipole components of the magnets
they have a strong influence on the accelerator. In this paper the impact
of persistent currents (p.c.) on the performance of a large superconducting
accelerator is discussed. Based on the experience at the proton ring of the
HERA collider, the impact on magnet quality and beam parameters, as well
as on the practical handling of the machine is studied. Detailed measurements
concerning stability and reproducibility of the machine are presented at static
operation and during beam acceleration. The correction system which is used
to keep the impact of p.c. within the required tolerances is presented.

1 INTRODUCTION
Superconducting magnets have played an essential role in the design and construction of the big

hadron accelerators such as the TEVATRON p-p collider at Fermilab and the proton-lepton collider
HERA at DESY. Even more important is the impact of this magnet technology for the new machines
such as RHIC and LHC that are in their design and construction phase at present.

The state of the art in the fields of magnet design using superconductors, quench safety and the
physics of superconductivity itself has been presented in great detail in the contributions to this school.
And we had the opportunity to look closer to the wonderful possibilities that are offered by nature if we
take advantage of superconductivity in a particle accelerator.

The keyword here will be "persistent currents". Unfortunately superconducting magnets are — as
conventional magnets too — not perfect. They suffer from imperfections and non-reproducibilities and
it will be our task now to have a closer look at the influence of superconducting eddy currents on the
performance of the machine and on the beam parameters. ... and maybe we'll find that the wonderful
world of superconductivity in particle accelerators is not as perfect as it could be.

2 PERSISTENT CURRENTS
Persistent currents are long-lasting eddy currents induced by external changes of the magnetic field

and that circulate inside the superconducting filaments of a magnet cable. Figure 1 shows a so-called
Rutherford-type cable as used in the HERA main dipole magnets [1].

Figure 1: A superconducting cable as used in HERA consists of 24 wires each containing 1230 filaments.
At the end of the cable the copper matrice surrounding the niobium-titanium filaments is removed to
show the filaments.
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It consists of 24 wires each containing 1230 superconducting filaments. The typical diameter of
such a niobium-titanium alloy fiber is about 14 /un.

A. Devred's chapter gives a theoretical introduction to the problem of persistent currents and
models their effects. Assuming that the induced persistent magnetization currents circulate inside the
filaments at a constant current density, the model can be applied to predict the multipole components of
superconducting magnets with great accuracy. Figure 2 shows a schematic view of the persistent currents
inside a filament according to the Bean-model [2].

'current and field
(a) free region

Figure 2: Model of the persistent currents inside a filament. Induced by a change of the external magnetic
field, currents are running back and forth in the filament at a critical current density Jc .

Based mainly on the experience and measurements at HERA we will point out the impact of
persistent currents on the performance of an accelerator and the possibilities to counteract their effects.

2.1 Historical Remark
The very first observation of the influence of persistent currents was made at Fermilab in 1987

when the new TEVATRON machine came into operation. During the initial coasting beam tests large
changes in the beam behavior over the course of several hours were observed. Variations in initial tunes
and chromaticity occurred which depended on the recent history of the machine [3] and the corresponding
value of the sextupole component [4] is plotted in Fig. 3. The values correspond to 150 GeV beam energy,
the nominal injection energy of the accelerator. A decrease of up to a factor of two in a time period of 6
hours is observed, indicating that persistent currents may lead to machine parameters varying with time.
As will be shown later a similar effect occurs in HERA at low energies.

3 MULTIPOLE CONTRIBUTIONS OF PERSISTENT CURRENTS

The persistent currents inside the filaments of a superconductor severely affect — at least at
low magnetic fields — the quality of the magnet: They contribute to the multipole components of the
magnetic field.

With r denoting the radial, and 6 the azimuthal direction, the azimuthal field component Be of a
magnet can be expanded in a series of normal and skew components 6n and an:

B»(r, 9) = Bmain * S ( ~ ) n ~ 1 * {&„ * cos(n0) + an * sin(n0)} (1)

where r0 denotes the reference radius (25 mm for the HERA magnets). It corresponds to about | of the
inner coil radius and approximates the free-bore radius of the beam-pipe. Smain is the "main field" of the
magnet, i.e. the dipole field in a main bending magnet and in the case of a quadrupole lens Smain = »*o*g
with g being the gradient.

In figure 4 such a multipole composition is presented for the main bending and focusing magnets of
the HERA proton ring [5] with the multipole order n up to 16. The measurements were obtained using a
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Figure 3: Variation with time of the sextupole component of the TEVATRON magnets at the injection
energy of 150 GeV. This plot shows the first evidence of persistent current effects in an accelerator.

system of rotating coils [6] at a transport current through the magnets of IQ = 5000 A which corresponds
to an energy of about 800 GeV and a magnetic induction of roughly 4.7 Tesla. On the left hand side of
the figure the multipole components of the dipole magnet are presented. The right hand side shows those
of the main quadrupole lenses. The average values are plotted with error bars indicating the rms spread
of the magnet sample. The data are split with respect to the two production lines (i.e. German/Italian
in the case of the bending magnets and German/French for the quadrupole lenses). The corresponding
skew components of the two HERA main magnet types are summarized in figure 5 in the same way.
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Figure 4: Normal multipole coefficients bn up to order 16 of the HERA main dipole and quadrupole
magnets measured at a magnetic field of about 5 Tesla.

While the contribution of persistent-currents to the multipole composition of the magnetic fields
can be neglected completely at the high fields of about 5 Tesla where the measurements shown in figures
4 and 5 have been taken, this is generally not true for lower fields i.e. close to the injection energy of the
machine). The plots of figures 4 and 5 therefore give us an information on the true multipole composition
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of our magnets without persistent current contributions. As can be seen from the data the multipole
coefficients of the HERA proton magnets are in the order of 10~4 both for the skew and the normal
components — and let's assume that these are good magnets.

Dipoles

bn-104

© Italian
• German

A

2

0

-2

-4

Quadrupoles

b«-10*>

0 2 4 6 8 10 12 14. 16 0 2 4 6 8 10 12 14 16

Figure 5: Skew coefficients an up to order 16 of the HERA main dipole and quadrupole magnets measured
at a magnetic field of about 5 Tesla.

At low energies the situation looks quite different: The field quality of the superconducting magnets
is seriously affected by persistent currents inside the filaments of the magnet cable. Multipoles of all orders
allowed by the coil geometry can be created, i.e. in the case of a dipole magnet n = 1,3,5,... and for a
quadrupole n = 2,6,10,...

For transport currents between 100 and 1000 A corresponding to magnetic fields in the bending
magnets of B = 0.09 T to B = 0.9 T, the persistent-current contribution to the dipole field in the bending
magnet and to the quadrupole component in the main quadrupole lenses of HERA are shown in figures
6 and 7 respectively. The star in the plot refers to the injection field of B{nj =0.2267 Tesla at a transport
current of / = 244 A [5].

Each dot represents a measurement of the persistent-current dipole contribution to the main dipole
field (or quadrupole contribution to the main gradient respectively) for the given transport current
through the coil.

0

6

- 2
CO

ica 0

-2

-L

- 6

1 '

• fa)

- V»
- \

- *
( J

i "

dipole

\ f

1 • i 1 1

field
model
prediction

, . — • —

i • f • •

12

-4 -

-8 -

(b) quodrupote gradient
model
prediction

200 £OO 600 800 1000 A 200 £OO 6OO 800 1000A

Figure 6: Contribution of the persistent-current fields to the main dipole field and to the quadrupole
gradient as a function of the transport current measured at low fields in the dipole and quadrupole
magnets of the HERA proton ring. The range of the plotted transport currents corresponds to beam
energies of 16 to 164 GeV. The injection energy of 40 GeV is marked by a star.
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Figure 7: Persistent current contribution to the sextupole component of the main bending magnet in
HERA. The value of the normal sextupole coefficient 63 is shown as a function of the transport current
(dots) and compared to model calculations (solid curve). The star refers to the value at injection energy.

Three characteristics of the graphs should be pointed out:

• The persistent current contributions are large compared to the normal multipole imperfections of
the magnetic field plotted in figures 4 and 5.

At 40 GeV injection energy of the HERA p-ring the transport current amounts to 244 A which
is close to the value where the maximum deviation of the persistent current field error in figure 6
occurs.

The magnetic field at injection in the HERA machine is about So = 0.22668 T and it has to
be reproduced to a level of ̂ p « 0.1 Gauss to guarantee a good energy matching between the
preaccelerator PETRA and HERA during the transfer of the proton bunch trains. As can be
deduced from the plot, the persistent-current effect surpasses this required accuracy by more than
a factor of 100; resulting in a field contribution of approximately ABpc « 11 Gauss, far too much
to be neglected.

• The persistent-current contribution in both the dipole field and the quadrupole field of figure 6
shows a strong dependence on the main field of the corresponding magnets. Depending on the
change of the transport current through the coils, even the sign of the field contribution changes;
for the ramp-up direction of the magnet a negative persistent-current component is detected, for
the down ramp a positive one leading to a hysteresis like behavior of the magnetic field as a function
of transport current and the history of the magnet. (The ramp direction during the measurement
is indicated in the plots by arrows.)

At higher fields the effect diminishes and can be neglected completely in HERA at the flat top
energy of 820 GeV. (See the multipole components given at luminosity energy in figures 4 and 5.)

At lower fields however — especially at the 40 GeV injection energy — the ambiguity of the
strength and sign of the persistent current contribution has to be corrected accurately. During the
measurements this has been achieved by a quench of the magnet and a well-defined procedure to
apply the required value of the transport current for each measurement.

Presently for routine operation of the accelerator, a special magnet cycle procedure is performed
preceding each injection of HERA and the persistent-current contributions are corrected according
to the results of online field measurements.

• In the two plots of figure 6 model calculations also have been included [7]. They are in excellent
agreement with the measurements on the hysteresis, the diminishing effect at higher fields, and also
the absolute strength of the p.c. contributions.
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In addition to the dipole field distortion due to persistent currents, the sextupole contribution in
the main bending magnets is of great importance for the machine performance. In figure 7 the normal
sextupole coefficient 63 caused by persistent currents is shown. Again, as in figure 6, it is plotted as a
function of the transport current through the magnet. The arrows in the figure indicate the direction
of the change of the transport current during the measurement: the "up—ramp direction" and "down—
ramp direction" respectively.

As in the case of the persistent-current dipole and quadrupole components, the typical hysteresis
is observed and the effect is decreasing for higher fields. The result of the model description is included in
the plots of figures 6 and 7 (solid curve in the plots). The influence of this distortion on the chromaticity
f of the machine is remarkable:

The natural chromaticities of the HERA proton ring at injection energy amount to £x = —44
and £2 = —47 in the horizontal and vertical direction. The 63 component due to the influence of the
persistent-current fields is, according to figure 7, about 63 « 32 * 10~4 at the injection current of 244 A.
The resulting distortion of the chromaticity £pc surpasses the natural one by roughly a factor of 5:

£x
natural

-44
-47

63 (dipoles)
-275

+245

Table 1: Natural chromaticity compared to the persistent-current sextupole contribution 63.

For completeness, the decapole contribution in the dipole and the 12-pole and 20-pole contribution
in the quadrupole magnets are summarized in figures 8 and 9.

o dipoi* Bi_ 537

ZOO 4OO
current <A>

6OO

Figure 8: Persistent-current contribution to the decapole component of the main bending magnet in
HERA. The results of the measurements are represented by dots in the plot. The solid curve describes
the prediction of model calculations.

The persistent-current effects discussed above have a considerable influence on the parameters of
the accelerator: The size of the p.c. contributions to the energy and chromaticity are large compared to
the nominal values of the machine. Therefore two questions have to be discussed now:

Are the persistent-current effects stable?
Are they reproducible?

Unfortunately the answer is a twofold "No".
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Figure 9: Persistent-current contribution to the 12-pole and 20-pole component of the main quadrupole
magnets in HERA. The results of the measurements are represented by dots in the plot. The solid curve
describes the prediction of model calculations.

The influence of p.c. on the machine performance depend on the history of the magnets, i.e. on the
detailed excitation curve the magnets have been passed through, the effects decaying as a function of time.
During the construction phase of HERA this behavior was studied in detail and we will summarize here
the most important results. Preceding to the measurements each magnet was prepared by a well-defined
initialization cycle consisting of

• a quench of the magnet

• application of the maximum transport current (e.g. 7max = 6000 A)

• putting the magnet to the minimum current (e.g. 7min = 50 A)

• adjusting the required current for the measurement (e.g. /injection = 250 A)

At the current of / = 250 A which is close to the actual injection current used today (/ = 244
A) the persistent-current effects were observed as a function of time. Figure 10 shows the dipole field
contribution measured in Gauss in a HERA bending magnet. The values are plotted as a function of
time after the last step of the above procedure had been finished. It is evident that the p.c. contribution
is not constant.

The two curves in the plot correspond to two different excitation cycles the magnet had passed
through. The open circles indicate a maximum current in the preceding cycle of /max = 6500 A whereas
the dots were measured after a cycle of only /max = 2000 A [8]. The horizontal axis is plotted on a
logarithmic scale and both curves show a logarithmic reduction of the persistent-current effects — which
can be explained by flux creeping in the super conducting wire [9]. The rate of the decay as deduced
from the plot however is strongly dependent on the magnet history.

(Latest results from theoretical investigations indicate that the decay of persistent-current fields
is related to at least three effects: flux creeping of the inner filament persistent currents, decay of inter-
strand eddy currents floating in loops between the different strands of a super conducting cable and
redistribution of currents among cable strands [10].)

As the persistent currents are induced by a change of external field (the main-dipole field in this
case) they are counteracting and thus reducing the dipole field of the accelerator magnets. The decay
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Figure 10: Dipole contribution of persistent currents at injection energy measured as a function of time.
For two different values of the transport current in the preceding magnet cycle the value of the p.c. dipole
field at the time of the measurement is compared to its value 1 minute after the end of the cycle. It is
plotted versus a logarithmic time scale.

of the persistent currents shown in the last plot therefore predicts an increase of the measured magnetic
dipole field during the injection phase of the accelerator which is indeed observed.

The same behavior is found in the sextupole contribution shown in figure 11. Again we have plotted
the values as a function of a logarithmic-scaled time axis to point out the decay of the p.c. due to flux
creeping. The numbers given in the plot indicate the maximum transport current of the magnet cycle
preceding the measurement. As in the case of the dipole contribution, the decay rate of the persistent-
current sextupole field at injection energy is stronger if higher values of the transport currents have been
applied in the recent magnet history.

36 —

34 —

32 -

3O

1O 6O
time (mi<nute«)

Figure 11: Sextupole contribution of persistent currents at injection energy measured as a function of
time. For different values of the transport current in the preceding magnet cycle the value of the p.c.
sextupole field at the time of the measurement is compared to its value 1 minute after the end of the
cycle. The values of the transport current reached in the preceding cycle are indicated in the figure.

The influence of temperature changes on the magnetization currents was studied at a HERA dipole
magnet in the temperature range of 4.4 K to 6.4 K. In figure 12 the sextupole contribution is shown as
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a function of the transport current through the magnet — and as a function of the coil temperature.
At injection energy which requires a transport current of 244 A the sextupole contribution is varying by
about 15 % for the temperature variation given in the plot. The influence on the accelerator performance
however is relatively small in this case as the temperature around the ring can be kept constant at a level
of about A T w 0.2 K and the corresponding variation of 63 = 5 * 10~5 at injection energy is relatively
small.

35K _

.35K -

1 i i —

200 400 600 800 A

Figure 12: Sextupole contribution of persistent currents measured at different magnet currents as a
function of the helium temperature.

4 PERSISTENT-CURRENT EFFECTS DURING ACCELERATION

As we have seen in the preceding section the decay of the persistent currents in the superconducting
magnets of the HERA proton accelerator play an essential role at low energies. Especially during the
injection period where the accelerator is kept at an energy of 40 GeV for 30 to 50 minutes the continuously
decaying contributions have to be taken into account.

During acceleration however the situation is changing drastically: In the first steps of the acceler-
ation the persistent-current fields are re-induced by the changing magnetic field of the coil. After a short
time (some seconds, depending on the recent history of the magnet) the persistent-current effects have
reached their full strength again and we have to deal with the original hysteresis curve. The situation is
shown in figure 13. In the upper part of the figure — for clarity — we have plotted the hysteresis-like
behavior of the 6-pole component already shown in figure 7. At the injection energy of 40 GeV measure-
ments were performed during the 30 minutes injection period. The results are shown in the lower part of
the plot where a better resolution was chosen: The measurement points show the decay of the p.c. 6-pole
contribution at 40 GeV. The dots refer to a preceding magnet cycle where the usual maximum current
of /max = 6000 A was applied. The open circles describe the behavior after cycling the magnets a second
time at a lower current of I — 2000 A.

In both cases the decay of the persistent-currents is seen, and also the re-approach to the hysteresis
curve during acceleration. But a strong dependence is found on the history of the magnets. After the
second cycle of /max = 2000 A the decay turns out to be about half as strong and the re-induction of the
p.c. due to the changing field on the ramp is much faster.

The strong contribution of persistent-current effects to the sextupoie component of our magnets
was already pointed out in figure 7 and table 1 for HERA at injection energy. Considering now the
re-induction of the effects during the ramp of the accelerator as shown in the last figure we expect a
nonlinear deviation of the chromaticity of the machine from its ideal behavior during the acceleration
process.
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Figure 13: Persistent-current contributions during acceleration: The upper-left part of the figure shows
the well-known sextupole contribution presented in figure 7. At the 244 A injection value of the transport
current the decay of the p.c. 63 component is plotted in the lower-right part of the figure where a better
scale of the plot was chosen. The dots correspond to the decay after a maximum current of 2000 A in the
preceding cycle. The open circles show the behavior after /max = 6500 A. In both cases the persistent
currents are re-induced to their full strength during acceleration and the measurement points approach
the old hysteresis curve again.
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Figure 14: Chromaticity measurement during acceleration between 40 GeV and 70 GeV. The solid
line shows the chromaticity measured during the first step of the HERA acceleration procedure. The
dashed line corresponds to the chromaticity values predicted by the measured values of the changing
sextupole component in the HERA reference magnets. Both curves are in excellent agreement prooving
the reliability of the reference magnet system which is the basis for the correction system discussed in
the next section.
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In figure 14 the deviation of the chromaticity £ from its nominal value (i.e. close to +1) is plotted
as a function of the energy of the beam between the injection energy and 70 GeV [11]. The solid line
shows a measurement of the horizontal and vertical chromaticity £x and £z of the beam. Directly after the
start of the ramp both chromaticities are deviating strongly in opposite directions due to the nonlinearity
of the persistent-current 6-pole component. The dotted line in figure 14 shows the horizontal and vertical
chromaticities predicted by an online measurement of the sextupole component in the HERA reference
magnets (see below).

Based on the b3 component measured with a rotating coil in these magnets the contribution of the
changing sextupole field is calculated and plotted on the same scale in figure 14. The predicted and the
measured chromaticities are in excellent agreement thus forming the basis for the HERA online correction
system that will be discussed in section 7.

HERA is not the only machine that suffers from persistent-current effects. Figure 15 shows the
sextupole contribution in the main dipole magnets of the TEVATRON accelerator during a complete
cycle of the machine. The hysteresis-like behavior, the decreasing influence at higher energies and the
decay of the p.c. effects at the injection energy of 150 GeV, correspond to the plots of figures 7 and 13
for HERA [12].

500 1000 1500 2000 2500 3000 3500 4000

Current (A)

Figure 15: Sextupole contribution in the TEVATRON main magnets. As in HERA these magnets show a
strong hysteresis-like behavior as a function of the transport current due to the persistent-current fields.
The arrows indicate the change of the transport current and the direction of the decaying contribution
during the injection period at 150 GeV.

5 THE HERA MULTIPOLE CORRECTION SCHEME

As we have seen in the last sections the influence of the persistent currents at injection and the early
steps of the acceleration is too strong to be neglected. The HERA proton machine therefore is equipped
with different multipole correction coils to achieve the required flexibility in the machine handling and
to correct the measured field distortions of the superconducting magnets.

A concept of distributed correction coils was chosen to obtain an extended system of correction
magnets [13]. Therefore the superconducting main dipole magnets were equipped with 6 m long super-
conducting quadrupole and sextupole correction coils which are mounted in two layers on the beam pipe.
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Decapole correctors of 2.9 m length cover the remaining part in half of the dipoles and 12-pole windings
are located in the main quadrupole magnets. In figure 16 the geometry of the quadrupole and sextupole
correction windings located inside the dipole magnet is shown.

Figure 16: Cross section of a HERA dipole magnet showing the main dipole coil and the quadrupole and
sextupole correction windings on the beam-pipe.

The system of extended correctors allows to correct the p.c. multipoles at the location of their
origin i.e. inside the main magnets. But there is a clear disadvantage of this system: A mutual influence
of the main coil and the correction windings is expected (and indeed found by measurements) as the
windings of different geometries interact with each other in the mutual changing magnetic fields.

In the correction coils that are nested inside the main dipole magnets the persistent-current effects
are generated in two ways [14]: Firstly they act as passive superconductors. Their filaments are mag-
netized if the main dipole filed is changed. Secondly, whenever one of the beam-pipe correction coils is
excited, its field changes the magnetization current in the other layer and in the main coil.

A detailed analysis of these effects can be found in [14] and [15]. Here we will just summarize the
most important results and discuss the impact on the handling of the machine.

There are three major effects:

1. Change of the transfer function of the correction coil windings

During the measurements of the HERA dipole magnets the correction windings inside these mag-
nets were excited to currents of ± 20 A while the main field was kept at about Bo = 0.23 T
which corresponds roughly to the injection field used today. The quadrupole and sextupole fields of
the correctors measured under these conditions turned out to be about 10% lower than computed
theoretically . . . and measured in the normal conducting state of the magnets. In systematic mea-
surements this effect on the transfer function of the correction magnets was studied. The transfer
function is defined by

Si = Fi * I

the index i denoting the specified coil.

In both cases the transfer function turns out to be lower in the superconducting state than in the
normal conducting state:

F(4.5K)
F(15K)

0.9

There is clear evidence that this effect is caused by persistent currents in the main coil counteracting
the fields of the correctors: If the field of the main magnet is cycled (Bo = 0.23T ->• 0.9T ->



135

0.05T -» 0.23T) while keeping the transport current in the correction coils at a fixed value, the
effect disappears and the transfer functions Fi and Fi reach their design values. The persistent-
current patterns in the filaments of the main magnet are "overwritten" by the large field sweep,
and the attenuation of the corrector field disappears.

2. Passive magnetization of correction coil windings

Even in the absence of any transport current the correction coil windings affect the multipole content
of the superconducting main dipoles due to the magnetization currents that are induced by the main
field. It turns out that the windings of the quadrupole correction coil generate a persistent-current
sextupole field as the lowest multipole order whereas the 6-pole windings produce a decapole.

In figures 17 and 18 both multipoles are plotted as a function of the transport current in the main
dipole coil. In both cases the circles in the plot correspond to the data measured in a single magnet
and the error bars indicate the average of data taken in a sample of 315 dipole magnets. The solid
curve shows the result from model calculations.
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Figure 17: Effect of the passive magnetization of the quadrupole correction-coil windings in the chang-
ing external dipole field: A sextupole component is generated. The circles show measurements on a
single magnet, the error bars represent the average of 315 magnets and the curve corresponds to model
predictions.
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Figure 18: Effect of the passive magnetization of the sextupole correction-coil windings in the changing
external dipole field: A 10-pole component is generated.
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If compared to the persistent-current created multipoles that are generated in the main magnet
without correction windings (see figures 7 and 8) the well-known hysteresis-like behavior shows up
again. In the case of the 6-pole contribution however the effect of the correction coils is about one
order of magnitude smaller; and it turns out to be opposite in sign thus counteracting the original
effect and lowering its impact on the beam.

Higher multipoles generated by the correction coils

Beside the two passive effects of the correction coils discussed above there is an active influence
of the correction coil field on the multipole content of the main dipole magnet. A change of the
transport current through the correction coils will induce magnetization currents in the main dipole
magnet and distort the multipole components of its field.

As usual the effect is most pronounced at low energies i.e. close to the injection energy of HERA.
In figure 19 the results are summarized.
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Figure 19: Multipoles generated by changing the 4-pole correction coil in the main dipole magnet at
injection energy. The correction-coil current is changed between / = ±20 A leading to a zig-zag like
increase of multipole fields.

At a temperature of 4.75 K the field in the dipole magnet was set to its injection value and the
correction coil was powered between +20 A and -20 A repetitively. The resulting multipoles were
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measured. They are plotted up to multipole order 5 in the figure. If the correction coil current
is increased from 0 A to 20 A multipoles are induced as expected, leading to the first branches
in the pattern of the plots. If the current, however, is returned to zero the multipoles do not
vanish. Instead, a further zig-zag like increase is observed until they reach a saturation value were
dependence on the correction coil current is no longer obtained.

For completeness the same effect is shown on the down-ramp branch of the main coil in figure 20.
Except for a change of the sign the situation looks qualitatively the same.
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Figure 20: Multipoles generated by changing the 4-pole correction coil in the main dipole magnet at
the down-ramp branch of the dipole field. The applied transport current corresponds, as in the previous
figure, to the injection field.

It is a justified question now whether these exotic and surprising effects can be explained by
persistent currents. Theoretical calculations have been done based on the Bean-model. For the given
geometry and parameters of the HERA correction and main-coil windings the effect of the interacting
coils and fields was calculated and found to be in perfect agreement with the measurement [14]. We will
not go into these details here. Instead, the persistent-current nature of the problem can be proved in
another way: In figure 21 the measurements of the preceding plots are repeated at a higher temperature
of 25 K where the magnets are in their normal-conducting state. Again the transport current in the
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quadrupole correction coil was excited within the limited range of +10 A and -10 A due to the higher
temperature. Except for the quadrupole field following the current change in the 4-pole correction coil
no multipole excitation is observed within the measurement errors.
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Figure 21: Measured multipole components at a temperature of 25 K. In the normal-conducting state no
multipole components are induced by changing the correction coil current which indicates the persistent-
current nature of the problem shown in figures 19 and 20.

6 IMPACT OF PERSISTENT CURRENTS ON ACCELERATOR PERFORMANCE
Before we study the impact of persistent currents on the performance of our accelerator it is worth

summarizing briefly the effects that we have presented in the preceding sections.

• Persistent-currents affect the machine parameters most seriously at low energies, that is in general
at injection and during the early steps of the acceleration process, where the influence on the beam
is large. As was demonstrated in the case of the chromaticity and the energy, it can exceed the
required tolerances by big factors. Therefore at least the most dominant contributions have to be
corrected.
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• Persistent currents are not persistent. They decay as a function of time, the rates depending on
the history of the magnets. As a consequence a detailed knowledge of the recent "history" of the
magnets in the accelerator is required as well as the time that has passed since the last magnet
cycle was performed. Based on these data, corrections can be calculated and applied to multipoJe
windings in the machine. An even better method is a measurement of the persistent-current effects
online and to correct them accordingly.

• Persistent currents can be re-induced after their decay by changes in the external field, which is the
case during acceleration for example.

• Persistent-current effects show a hysteresis-like behavior. The muitipole contributions depend
strongly on the way the transport current had been changed before. A dedicated procedure is
required therefore to cycle the magnets and to end up with a well-known situation at injection
energy after each change of the transport current.

• The extended correction coils that are nested in the HERA main magnets have to be measured
under real conditions. Their transfer function is influenced by persistent currents in the main coil
leading to lower fields for a given correction current.
A mutual influence of these coils and the main magnet coil is detected which affects the multipole
components of the main magnet. Changes of the transport current in the main coil generate
multipoles due to persistent currents in the correction windings and vice versa.

Due to the effects summarized above a well-defined procedure has been established at HERA to
prepare the machine for injection. This "magnet cycle" consists of four steps:

1. The main magnets (dipole and quadrupole magnets) are set to a field value of about 5 Tesla which
is close to the maximum field under normal conditions. BQ = 5max

2. The normal-conducting magnets in the accelerator are cycled, that means set to their maximum
fields, set back to zero current and then to their nominal values. At the same time the super-
conducting magnets including the correction coil windings are set to their nominal injection values.

3. The main magnets are set to their minimum values

4. The main magnets are set to their injection values.

This procedure overwrites all existing persistent-current patterns in the main magnets and the
eventual existing multipole contributions due to current changes in the correction coils. The remaining
effects are the well known hysteresis curve of the persistent-current multipoles in the main magnet field
and their decay.

7 CORRECTION OF THE PERSISTENT-CURRENT EFFECTS
Following the procedure described above the machine is well prepared for injection and the only

remaining problems we have to deal with are to correct the time dependence of the persistent-current
contributions to the machine parameters such as energy, tune and chromaticity.

At HERA these parameters are measured online. The machine is equipped with two reference
magnets — one for each magnet production line. They are powered in series with the main magnet chain
in the accelerator tunnel and they represent the behavior of the whole magnet ensemble (see figure 22).

The reference magnets are equipped with NMR and Hall probes to measure the magnetic dipole
field, and with rotating coils for the 6-pole contribution.

A change of the injection field for example due to the decay of the persistent-current fields is
detected by the NMR's and corrected by a corresponding increase of the horizontal orbit correction coils
in the ring. During the acceleration procedure a stationary pick-up coil is used to measure the dipole
field in the reference magnets and to lock all other elements in the machine to the ramping dipole field
— however complicated the hysteresis curve might look.
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Figure 22: The HERA reference magnet system: Two dipole magnets representing the magnet ensemble
in the accelerator are equipped with various measuring devices. During injection and acceleration the field
measurements are used to correct the unstable persistent-current contributions and to establish accurate
knowledge of the fields at any time.

The chromaticity of the machine is measured by the rotating 6-pole coils in the reference magnets.
Changes of the sextupoie contribution due to persistent-current decay, hysteresis or re-induction are thus
detected. Correction currents are calculated and applied to the machine during injection and during the
acceleration up to an energy of 150 GeV where persistent-current effects no longer play an essential role
in the magnets. The power of this online measurement system is demonstrated in figure 23 where the
measured chromaticity of the ring is plotted at injection energy as a function of time.
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Figure 23: Chromaticity measurement at HERA during injection energy: Due to persistent-current decay
the chromaticity is drifting in both planes in opposite directions as indicated in the left part of the plot.
The right part shows the same situation if the changing 6-pole contribution is measured in the reference
magnets. Corrections can be applied and the chromaticity is kept constant during the complete injection
phase.

In the first part of the figure the decaying persistent currents lead to a fast change of the horizontal
and vertical chromaticities in opposite directions. Within a couple of minutes the chromaticities have
reached intolerable values. In the second part, the same situation is shown but with the correction system
switched on. It counteracts the decaying persistent-current sextupoie fields, and the chromaticity in both
planes is kept close to the desired values.
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QUENCH PROTECTION

KM. Mess
DESY, Hamburg, Germany

Abstract
Quench protection starts with the design of the magnets. Hence tools
to estimate the stability of a magnet against temperature perturbations
are discussed. Stable magnets quench reluctantly, of course. The low
expansion rate may in turn have an influence on the hot-spot
temperature. Methods to measure and estimate quench expansion are
presented and the problems with quench detection and energy
extraction are discussed using existing solutions as examples.

1. TRANSITION TO THE NORMAL CONDUCTING STATE

A strand of a superconducting cable consists of matrix material, for example, copper or
aluminium, which surrounds the hard (type II) superconductor, for example, NbTi. Let the
strand have the perimeter P and the cross sectional area A, and let it be completely immersed
in liquid helium at the bath temperature TB to keep it superconducting. An external magnetic
field B is applied perpendicular to the wire. The wire will remain in the superconducting state
if the current density in the superconductor / = I/(l-f)A, the external field B, and the
temperature T are all below the "critical surface", where / is the matrix fraction of the wire.
Figure 1 shows this "surface" that describes the phase transition. The critical surface of a
piece of superconductor depends on the chemical consistency and the treatment during
production. Approximate properties of NbTi-copper composite conductors, useful for
calculations, can be found in the literature [1], [2], [3]. Superconductivity vanishes for any
set of two parameters, if the third parameter increases beyond the critical value. Some
authors [3] distinguish between transitions by simultaneous current and field increase (along
arrow C, conductor limited quenches) and by local temperature fluctuations (along arrow E,
energy deposited quenches). The distinction helps to identify the reason for quenches and to
find possible cures. Moreover, the current density is normally constant throughout the coil or
large fractions of it, while the temperature and the field may vary. In a magnet the field B
correlates with the current /. Thus magnets operate on a load line, as the line C in Fig. (1)
indicates for T = TB= 4.2K.

If the superconducting compound wire has for some reasons a local temperature above
the bath temperature, as indicated in Fig. 2, the thermal energy varies along the strand
because of the heat flow. If the temperature is high enough Joule heat generation will take
place. Wire motions in the magnetic field, cracking epoxy, eddy current heating and other
distributed sources may add further heat. The heat conduction through the surface of the
strand to the coolant will cool the wire. All energy variations will result in a local change of
the thermal energy. The equation for the heat balance in a piece of conductor of length dx can
be written:

^ ^U^) (1)

Heat conduction, Joule heating, additional distributed heat sources, and the energy
absorbed by the coolant determine the change in temperature. Cavi is the volumetric specific
heat capacity, averaged over the wire. The thermal conductivity depends on the direction of
heat flow. In the axial direction the heat conductivities add up according to their relative area
like k (T) = fkm(T) + (\-f)ks{T), where the subscripts m and s stand for matrix and
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Fig. 1 The phase transition surface of NbTi Fig. 2 Sketch of the heat balance in a
quenching cable and of a possible
temperature profile

superconductor respectively. In the radial direction the expression for the heat conductivity
must take the distribution of filaments in the matrix and a possible cladding with solder or
varnish into account, which renders the transverse heat conductivity ill defined. It is
customary to hide the general lack of knowledge by simply scaling the transverse heat
conductivity from the axial heat conductivity by applying some factor. Copper and
aluminium are by far the better conductors and also transport the heat much better than NbTi.
It is therefore a fair approximation to ignore the contribution to the heat conductivity by the
superconductor altogether if material with a small resistivity pm at low temperatures is
selected as matrix.

The cooling term in Eq. (1) depends on the temperature difference times the heat
transfer coefficient h, which varies with temperature and cooling conditions.

The Joule heating term needs detailed explanation. If the temperature is low enough the

current density in the matrix Jm = Ifn/f. 4 will be zero and the current will entirely flow in

the superconductor with a density J = l/,. _t\.A\- F o r convenience the average current

density is called Jmg =

Close to the critical surface some of the flux in the superconductor starts moving. The
changing total flux through the superconductor induces an electrical field, which shows up as
if there were a resistance. The resistances of the flux-flow and of the matrix act in parallel.
The increase in matrix current will be such that the voltage due to the surplus current beyond
the critical current in the superconductor, which feels the flux flow resistivity pf, equals the

voltage in the matrix:

(2)
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As the flux flow resistance is quite large for small surplus currents approximately all
current above the critical current is transferred to the matrix. The so called current-sharing
model states that the superconductor carries as much current as possible up to the critical
current density Jc. Any additional current flows through the matrix.

As the critical current density depends almost linearly on the temperature for a given
field, the current-sharing (or heat generation) temperature is:

(3)

Below the current-sharing temperature the Joule heating is zero because the
superconductor carries the current. Above the critical temperature the superconductor is

practically free of current and the average resistivity is pmg = ^mA because the resistance of

NbTi exceeds the resistance of good copper by a factor 2000.

Figure 3 illustrates the current-sharing. The thick line indicates the current density in
the superconductor; the dotted line shows the current density in the matrix.

Current Density in the
Superconductor

g
3

TB Temperature

Fig. 3 Distribution of the current density between superconductor and matrix in the current
sharing region

The Joule heating equals the total transport current density times the electrical field:

Q(T) = Jmg • E = Jmg (4)

The differential voltage dU depends on the temperature difference over a distance dx along
the wire and equals the current through the matrix times the differential resistance dRm. Using
the linear approximations for the matrix current density one calculates the Joule heating term
as:
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Usually knowledge about the distributed heat sources g^, is quite limited. All magnets
have welds or solder joints somewhere in the cable. A good solder joint has a resistance of
10"9 Q. Hence a typical current of 5000 A creates a steady heat load of 5 nW. This can
already present a stability problem under some circumstances.

Accelerator magnets, fusion reactor magnets or detector magnets for high energy
experiments will always be exposed to some level of radiation. A bunch consisting of 10
protons of 1 TeV deposits an enormous energy density of 10J/cm3 in a typical copper-
stabilised NbTi coil.

Other heat sources are related to the Lorentz forces in the magnet. They deform the
coil. This may result in movements or bending of conductors and hence in friction [4]. For
magnets under SSC design conditions [3] a 10 (i.m movement over a conductor length of
500 |im is sufficient to release 10 |jJ.

2. STABILITY

Quench protection means first of all protection against quenches. This is best achieved
by constructing a magnet that hardly quenches under normal operating conditions. What can
reasonably be expected and which are the sensitive parameters?

Little can be done against occasional temperature disturbances in the conductor. The
cooling and the heat capacity of the cable determine the stability against such disturbances.
Its extension in space and time and the shape of the temperature distribution will determine
whether the zone of disturbance grows or decreases. The minimal zone that cannot be cooled
away is often called the "minimum propagating zone" or MPZ [5].

Equation (1) describes the heat balance along the conductor. The most interesting
questions are: What are the conditions that cause the expansion of a normal zone, and what is
the expansion rate? What are the conditions for a normal zone that does not expand? If a
current-sharing or normal conducting zone is very short, the heat can be conducted away.
Alternatively if the heat produced is small enough, it can be cooled away on the helium
wetted surface. Thus there are two extreme cases. In the first case heat sources can be
assumed to be uniformly distributed along the wire. That is equivalent to the absence of
longitudinal heat conduction. All cooling takes place locally through the surface to the
helium. In the second case, a very short hot spot expands by heat conduction along the wire
in both directions. The heat flow into the helium is neglected because the surface is small or
well insulated.

2.1 Cooling of an isothermal wire

If a long region is normal conducting or current-sharing, the heat conduction along the
wire is insignificant and the helium absorbs all heat Q locally. Under these conditions the
critical current density is reached at 1 = 1B. In steady state the power generation must be less
or equal to the cooling. The ratio of Joule heating to surface cooling is called the Steckly
parameter a s , .
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If the cooling always dominates over heat generation (for a?t<l) the wire is cryogenic
stable. A coil with ocSl<l can not quench provided liquid helium is available. Large coils
like solenoids in the experiments at storage rings or for tomography, or in toroids to store
magnetic energy are in this very favourable situation. But accelerator or fusion reactor
magnets are usually far away from this ideal state. In the HERA dipoles, for instance,
aSt =21.5; so the coils are definitely not cryo stable. Full cryogenic stabilisation is
uneconomical for accelerator magnets. One has therefore to accept that such magnets may
and will quench.

In reality, the normal zone does not extend to infinity nor can the cooling through the
surface be ignored. Taking both heat-conduction and cooling into account simultaneously
one arrives at the Maddock [6] criterion, also called "equal area theorem". It states that heat
generation and heat removal should cancel each other globally but not necessarily locally.
The conductor will be stable, provided the surplus heat at the hot spot can be conducted to a
cooler place, where surplus of cooling is available. The difference of the integrals over
cooling and heating along the wire from the superconducting region up to the hottest spot is
what counts. If the difference vanishes, the conductor stays stable. As the temperature
increases monotonously, the integration over space can be replaced by integration over
temperature. The theorem states:

(7)
T9 T Ph A

J \ (T-TB)--

TB
lA

where TH is the maximum temperature of the normal zone.
2.2 Cooling by heat conduction along the wire

To find the smallest normal conducting region that does not propagate, and to estimate
the energy needed to create such a minimum propagating zone let us rewrite Eq. (1) in three
dimensions and study the expansion of a small normal conducting zone. The aim is a solution
for the stationary case without external cooling (adiabatic limit). Additional cooling would
allow a larger zone to be stable. It is therefore possible to ignore the cooling, if one is only
interested in the minimal zone.

The thermal conductivity in the longitudinal direction, Kx, is well known, while the
radial heat conduction must be estimated. It turns out to be sensible to set a" = kr /kx. a is
typically 2-3%. Equation (1) can be rewritten in spherical co-ordinates introducing a scaled
radial co-ordinate R = ya.

The factor ( 1 - e)takes care of the fact that a fraction e = Qlof the coil (if Rutherford cable is
assumed) consists of voids filled with helium.

The solution of Eq. (8) consists of three parts. Close to the origin, in the region with
Joule heating, (that is, inside a "sphere" of radius Rg) the temperature is:
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(9)

with (10)
m

If the temperature exceeds the critical temperature Eq. (8) overestimates the heat
production. Thus the Eqs. (9) and (10) describe an upper limit only. In real space the
minimum propagating zone is an ellipsoid, oriented along the quenching wire, with a total

IF"
length of 2 • Rg and a transverse diameter of 2Rg J -£- = 2a RQ .

Outside the heat producing zone, (R > Rt \ the heat generating term in Eq. (8) vanishes
and the solution is

Rg
out- g R •

At the cold side the temperature reaches the bath temperature in principle at infinity. In
reality the zone cannot extend that far. Firstly it would take a very long time to reach a steady
state and secondly an infinite energy would be required. Far away, at a distance Kcold = x • Kg,
the longitudinal heat flow is insignificant compared to the cooling by the helium through the
insulation. At this point and beyond, Eq. (8) is invalid. The longitudinal temperature gradient
does not need to be continuous any more. The cold boundary determines the constant A and
hence the maximum temperature inside the minimum propagating zone. If the temperature
reaches the temperature of the bath at RcM = x-Rg, the temperature profile can be written as

R<R

T -
R(x-\)

8

x-Rg>R>Rg

(ID

RZxR g

Figure 4 shows as an example four temperature profiles for minimum propagating zones
in the DD0019 prototype magnet for SSC [3] at its nominal operating point (at that time).
The bath temperature is 4.35K in this case and the field about 6.9T. The four curves
correspond to x = 1.25, 1.5, 1.75 and 2 respectively. The heavily drawn curve describes the
most probable profile (x = 1.5), as explained below. The horizontal scale gives the
longitudinal size of the disturbance.

The energy needed to create a minimum propagating zone depends on the actual
temperature profile and hence on the boundary where the bath temperature is reached again.
Because the temperature depends only on the radius the energy is described by the double
integral
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Fig. 4 Temperature profiles of minimum propagating zones. The bath temperature is reached
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The factor a2 takes into account that the lateral dimensions have to be rescaled to
physical dimensions. Analytic calculations of this integral are quite complicated. Even
approximations lead to integrals that have to be solved numerically. It turns out that (12) has
a shallow minimum between 1.4 < x < 2.5. The energy needed to create the temperature
distribution varies here by less than 20% as a function of JC; the exact minimum depends on
other parameters, however. The quoted minimum energy to produce a minimum propagating
zone is a good measure of the relative stability of cable configurations or operating points.

Figure 5 shows the minimum propagating energy for a typical HERA dipole magnet (at
4.5 K) and for the SSC prototype magnet DD0019 (at 4.35 K) as a function of the magnetic
field, assuming a = 3%. The bath temperatures correspond to their nominal values
respectively. The arrows indicate the peak fields in the coils under nominal conditions.
Obviously the SSC magnet reaches a much higher field. At the nominal operating point the
minimum propagating energy has dropped below 10 \i J, in fortuitous agreement with
measurements [3] and other calculations [7]. The HERA design is considerably more
conservative. The minimum propagating energy at nominal conditions is 0.15 mJ and the
corresponding volume is 7.1 10"9 m .

It is often assumed that a lower bath temperature would provide for a more stable
operation. Figure 6 shows the minimum propagating energy for the HERA coil as a function
of the bath temperature. The gain in safety is quite moderate when lowering the bath
temperature because the heat capacity is so small. However, below the lambda point the
improved heat removal changes the situation completely.

The size of the minimum propagating zone depends on the geometric mean of heat
conductivity and the electrical conductivity properly scaled by the relative fraction of copper.
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Fig. 5 Minimum propagating energy as a
function of the magnetic field for a typical
HERA dipole (TB = 4.5 K) and the early SSC
prototype magnet DD0019 (TB = 4.35 K). The
arrows indicate the respective peak field values
under nominal operating conditions.

Fig. 6 Minimum propagating energy
for a typical HERA dipole as a
function of the bath temperature for
four values of the highest magnetic
field in the coil.

Removal of matrix material decreases the size of the minimum propagating zone if the
amount of superconductor is unchanged. It also decreases the minimum propagating energy,
because less material needs to be heated above the current-sharing temperature.

3. QUENCH EXPANSION

One would like the largest possible minimum propagating zone for magnet protection,
because a large zone also means a "large" energy to trigger the quench. One may hope that
such a kind of disturbance is rare and hence the likelihood of quenches is small. However
once a quench has started, one would like the normal conducting zone to expand quickly.
Often the magnet has to absorb the stored magnetic energy or at least a sizeable fraction of it.
A large conducting volume results in a low energy density and hence a low maximum
temperature.

Once a normal zone has started to grow it will continue to do so as long as the current
density and the magnetic field are high enough. The low heat conduction of the insulation
and latent heat of the helium content in the cable impede the transverse expansion. Therefore
the normal zone will expand dominantly along the cable.

Quench velocities in a piece of cable in the field of an extra magnet are easy to measure.
Voltage taps distributed along the wire are sufficient to detect the arrival of the normal zone
by measuring the resistive voltage over the normal zone. Figure 7 shows a typical example.
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The voltage rises linearly when the normal zone expands between two voltage taps.
Thereafter the voltage rises slowly because the resistance is almost constant below some
25 K.
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Fig. 7 Measurement of the voltage drop
over consecutive cable sections during a
quench as a function of time
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Fig. 8 Measurements of the time of detection
of a local field distortion in "quench antenna"
coils as a function of the coil position. The
four sets of data correspond to quenches
occurring at different ramp rates and hence
currents and magnetic fields in the SSC
dipole prototype DCA 312. The lines are fits
to the data [14].

Measurements at real magnets are more difficult. Basically four methods exist to
measure the quench velocity in a magnet. One can try to attach voltage taps to the coil during
assembly. This does not work too well because the attached wires are always a hindrance
during the coil compression under curing. At best a few connections in the magnet heads,
where access is somewhat easier, are possible.

Another method was used to observe quenches in a short HERA prototype magnet [8].
Devices that carried needles like a porcupine were inserted into the coil aperture. The needles
could be expanded and pierced into the inner coil layer by turning a key from one of the
magnet ends. Several porcupines could be inserted. However, it is both difficult and
dangerous to insert such a device because insufficient alignment results in shorts between the
coil windings.

A developing quench is rather violent and produces ultrasonic noise. It was observed
that the flux redistribution indeed makes noise [9] which can be picked up by microphones.
In particular, if the magnetic field changes rapidly, this method of monitoring has some
advantages because the acoustic emissions are not electromagnetic and thus immune against
electromagnetic noise. Acoustic measurements with several microphones can also reveal
the origin and propagation of a quench. The drawback is, however, that quite often acoustic
signals are emitted that do not correspond to a quench or vice versa [10].

The most elegant way to observe, measure, and trace back quenches has recently been
invented by Krzywinski [11] and since been used at CERN [12] and SSCL [13], [14].

A moving wire or the current redistribution between strands at the front of an expanding
normal zone creates field distortions. They induce signals in pick-up coils, properly located
inside the free aperture of the quenching magnet. Such antennae can be made insensitive to
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changes of the main dipole field by quadrupolar or sextupolar coil arrangements. This works
very much in the same way as in the measurement of die magnetic multipole components.
The twin aperture magnets for LHC offer the favourable possibility to subtract signals of
corresponding radial coils in the two apertures. Radial coils are easier to produce to the same
dimensions and the results are easier to interpret.

To detect quenches and observe the quench propagation it is sufficient to insert four
radial coils, rotated by it/2, preferentially all mounted on the same shaft and covering the
length of the magnet under investigation. To cancel dipole contributions either a
corresponding coil in the second aperture or the properly weighted average of the other three
coils can be used. Alternatively, sets of coils can be made that measure quadrupolar and
sextupolar field components, both regular and "skew", i.e., shifted by rc/4 and n/6
respectively. For quadrupole magnets, of course, sextupolar and octupolar pick-ups are
necessary.

The starting point (radius and azimuth), the direction and the change of the magnetic
strength characterise the transverse motion of a magnetic moment. Four different coils are
sufficient to measure this. At SSCL this technique allowed to locate the quench origin at the
inner edge of a particular winding turn.

The longitudinal position of the quench origin can be deduced from the development of
the signal with time. To achieve this at least two, preferentially many, sets of pick-up coils
are stacked along the length of the magnet. Depending on the circumstances, many identical
sets of coils can be mounted on a common shaft or the sets are positioned individually,
employing the technique of the moles, as for harmonic measurements. If more than one set of
coils detects the quench and if the quench velocity is reasonably constant the axial position of
the quench origin can be determined to better than 1 cm.

To measure the velocity of the quench front two methods can be used. In the simplest
case one uses the pick-up coils as voltage tap replacements. The distance between the pick-
up coils is known and times of the arrival of the quench front can be detected. Figure 8 shows
an example from SSCL [14]. The aim of the experiment was to find the reason for the ramp
rate dependence of the apparent critical current. Hence the various ramp rates given in the
index correspond in reality to different current densities and fields as indicated. Note that the
measured velocities are as large as 100 ms'1.

In the second approach, the magnetic flux in the pick-up coil is calculated, by
integrating the induced voltage. In Fig. 9 this is done for four consecutive pick-up coils in a
one-meter long LHC model magnet [12]. The time intervals at which the propagating normal
zone passes by can easily be measured and compared to the slope. Again about 100 ms'xaie
observed. One may even argue that the velocity increases slightly. In Fig. 10 [12] the signals
in three pick-up coils at the same longitudinal position are shown for a somewhat longer time.
The second bump (or dip, respectively) corresponds to the current redistribution in one of the
adjacent turns. The quench obviously needs 14 ms to propagate azimuthally by one turn.
Unfortunately, a complete and consistent set of quench velocity measurements in a large
magnet has not so far been published.

The quench antenna method is also useful to study other phenomena. It has been
observed that sharp signals are accompanied by mechanical oscillations. The damping of the
oscillations depends on the absence or presence of the flux iron. Obviously the potential of
the method has not yet been fully exploited.

Measurements on cables showed that the normal zone expands at a constant velocity,
except in the very beginning, where the manner in which the quench has been initiated has
some influence. In real magnets, however, the magnetic energy has to be dumped and the
current has to be decreased in order to protect the coil from melting. The rapidly changing
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Fig. 9 The development of magnetic flux in a
series of "quench antenna" coils as a function
of time shows the longitudinal propagation of
the quench in a LHC model magnet [12].

Fig. 10 The superimposed voltages of
three "quench antenna" coils of the same
longitudinal section show signals when the
quench front of one cable passes by and
when, after 14 ms, the normal zone has
expanded to the adjacent winding.

magnetic field causes movements of the coil and eddy current heating. (This may even
happen at normal ramp rates, as was demonstrated by the measurements of Fig. 8.) The
helium may be blasted along the wire, preheating the wire ahead of the front. All these
effects are difficult to take into account. Needless to say, approximate explicit formulas can
only be calculated under the assumption that all material parameters depend on temperature in
very simple ways. Often some averaged values have to be assumed.

In the calculations for the quench velocity the cable is imagined as a homogenous piece
of metal with direction dependent heat conductivity. The longitudinal heat conductivity is
high. The radial conductivity is low and not well known. The superconducting material, the
"dirty" copper in the centres of the strands, the poor contact between the strands, and finally
the helium in the voids contribute to the lateral conductivity in a complicated manner.
Nonetheless, one can schematically write the radial quench velocity inside the cable as

(13)

It is tempting to apply the same technique as used in deriving the minimum propagating
zone and the temperature profile. This leads however to integrals that do not have a closed
form representation. One has therefore to start the analysis at a time at which the quench is
already well in progress. At such a late time the radial expansion has come to a temporary
halt at the surface of the wire or cable, because the heat conductivity in the helium-filled
insulation is very low and the latent heat comparably large. The quench propagation happens
mainly along the wire. Therefore a surface-cooled rod resembles the quenching cable,
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neglecting all transverse expansion for the moment. In such a picture the radial temperature
gradient vanishes everywhere but on the cooled surface. Thus heat conduction is longitudinal
only and the one-dimensional description is quite adequate.

In the simplest approximation one can ignore the current sharing, all temperature
dependencies and the cooling. The result is the velocity in the adiabatic limit. It applies for
well insulated and relatively heavily-stabilised cable only. However, it gives the order of
magnitude for current densities close to the critical density, provided later mentioned
complications can be ignored.

In the adiabatic limit, with constant heat capacity and constant heat conduction, and
without current-sharing, the quench velocity can be calculated to [2]:

(14)

where Jmg and pmg are averaged over the conductor and 1 s is the temperature at which all
Joule heating is assumed to take place in the absence of current sharing. Using the
Wiedemann-Franz-Lorentz law, which relates electrical and thermal conductivity, Eq. (14)
can be written as (LQ = 2.45 • 10"8 WQK"2)

V_.- PTTTL

(15)

Heat capacity and resistivity are not constants and current-sharing and cooling can usually not
be ignored. In particular cooling can decrease the normal zone again. That would formally
correspond to a negative velocity, which Eq. (14) cannot describe. Various approximations
have been tried. However, theoretical formulae are mainly useful for interpolating
measurements because it is only on the basis of a measurement that one can decide which
approximations may be adequate.

M. Wilson [2] takes both steady-state contributions and transient terms into account.

Using the relative current density (i = v> ) the steady-state contribution is formulated in
/Jc

terms of the ratio of cooling on the surface and the heating:

_UJTS-TB)_ (T,-T.)
y • •' '- -TBy*s,i

l' ( '

The transient term z compares the latent heat with the heat capacity:

z= ,®L
 T . (17)

Cacg(
TS-TB)

Combining all effects Wilson finds for the quench velocity:

(18)
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Without transient effects, Eq. (18) can be rewritten in terms of the relative current
density i and the Steckly parameter aSt

(19)

With the special assumption Ts=(rt+ Tc)/2 Eq. (19) becomes

(20)

Cherry and Gittelman [15] assumed that all Joule heating appears suddenly at Ts =TC,
which simplifies the formula (19) to

V — f"»'""»^ •wWwfeitMJMWMMi* \ ~ * /

'ccSli
2-\

More elaborate formulae can be found in the literature that modify Eq. (20) slightly to
fit data somewhat better. None of them describes the high quench velocities in long SSC and
LHC dipoles mentioned earlier.

Many factors and mechanisms contribute to the expansion of the normal zone in a
magnet but are omitted in the calculations. Incidentally, large and rapid changes of the
magnetic field and the current result in a further velocity increase [16], as do thermo-
hydraulic effects.

Thus, the quench performance of a new design can at best be roughly estimated and
modelled. Measurements on a sizeable piece of cable under realistic conditions are strongly
advisable to gain insight into which quench expansion mechanism dominates. The quoted
formulae may then be used to interpolate between measurements.

4. HEATING OF THE COIL AFTER A QUENCH

4.1 Hot-spot temperature

The quenching region is at all temperatures ranging from the bath temperature up to a
maximum temperature which is found at the point where the quench was initiated. The
hottest spot is also the spot most in danger and hence one has to be concerned mostly with
this peak temperature. As a simplification local adiabaticity is assumed, because it is always
a conservative assumption. Furthermore a quench lasts only about one second which is an
order of magnitude less than large scale heat exchange in a cryostat. Under this assumption
the locally produced heat results in a local temperature rise:

<T)* = Cmg(T)dT. (22)
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All quantities are averaged over the winding cross section, including insulation and helium in
the voids. Equation (22) reads after rearrangement and integration:

(23)

This isThe rearrangement implies that p(T) does not depend explicitly on the time,
tactly true. Hence an effective resistivity should be used as approximation.not exactly true. Hence an effective resistivity

For a given coil the function F(TH) can be used to estimate the maximum temperature

TH. F(TH ) depends only on known material constants and can be calculated. The integral
over the squared current density is easily determined in the case of a single magnet. In fact,
for simplicity only the integral over the square of the current is often calculated and quoted in
units of 106A2S, called MIITS. Here the current density squared is used in order to be
applicable to all similarly built cables.

A direct measurement of the temperature is cumbersome and requires many temperature
sensors in the coil. Alternatively, one can determine the average temperature between two
voltage-taps from the resistance, i.e., from the voltage drop. Figure 11 shows such a set of
measurements [8] plotted against the integral over the squared current density. To relate that
to currents, one has to know that the cable area was 1.3210"5 m'2. The fully drawn curve
shows TH(F), which is the inverse of the function F(TH) calculated for a HERA type coil. The
equivalent curve for a pure copper coil (pi2K = 10"10Qm) is drawn dashed. The case of pure
NbTi cannot be illustrated in the same figure. The curve would essentially coincide with the
vertical axis because the large resistivity results in a dramatic heating. Despite the fact, that
both Cand p are complicated functions of the temperature, the function TH(F) can usually be
approximated fairly well as a parabola with some offset.
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Fig. 11 Hot-spot temperature in a short test dipole for
HERA as a function of jJ2dt: full curve calculated,
dashed curve for pure copper (p42K

 = 10~10Qm).

Fig. 12 Equivalent electrical
circuit of a quenching magnet and
the voltage distribution
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The hot spot temperature increases roughly as the square of the current density. This is
so because the characteristic time for a quench is roughly inversely proportional to the quench
velocity. This in turn is roughly proportional to the current density. In heavily stabilised
cable, as is used in the interconnection region between two magnets, the copper properties
dominate completely. In these regions a quench can last until the adiabaticity fails after some
tens of seconds. The coil, however, reaches at the hot spot a temperature of 100 K in 0.3
seconds.

Good engineering practice would call for 100 K as the upper limit, because the thermal
expansion and the mechanical stresses in the coil and support structure start to increase above
this temperature. Common practice is however, to go far beyond this point in order to save
coil volume, conductor, and hence cost.

One could believe that a current decay time of less than a second may cause high
voltages across the terminals of the quenching magnet. Referring to Fig. 12 the voltage can

/ ,dl dl
be written as Vo -I RQ-VLQ +M )-~ and L-— - I Ro, because the power supply is

v ^ dr dt
assumed to be an ideal current source. L is the inductance of the coil, M the mutual
inductance between the normal conducting and the superconducting parts of the magnet. RQ
denotes the resistance and LQ the inductance of the normal conducting part Combining the
two equations yields

VQ=IRQ \l- - ^ — J - IRQ [l - - _ ) (24)

which is always less than or equal to Vg1" ~ I RQ.

4.2 Numerical calculations

Equation (1) cannot be integrated analytically even if all material properties are
assumed to be constant, although most of them depend in reality on the temperature and on
the magnetic field. Also approximate solutions fail if external actions, like firing of heaters or
bypass thyristors (diodes) to control the hot spot temperature, are to be taken into account. A
series of numerical programs has been written to simulate quenches on the computer. The
first program published was "QUENCH" [17]. Starting with a current/0 at the time t0 the
quench velocity is calculated using the calculated magnetic field and the corresponding
critical temperature to determine the material properties. Assuming a constant expansion
speed the volume at the time tx is calculated. Now the average temperature in the normal
conducting volume Vj and the current decay, if applicable, is determined. In the next step the
material properties are recalculated using the new temperature, a new normal conducting
layer is added, and the temperatures in the inner layers are updated. Each layer keeps its own
record of temperature history. Magnetic field and temperature distribution determine the total
coil resistance and hence the resistive voltage drop at any time interval. From the external
protection resistors or diodes, the inductance, and the coil resistance the coil current can be
calculated which is then used for the next time interval. At this point also inductive couplings
and other complications can be taken into account. For the transverse expansion either of the
two approximations, mentioned above, can be used. The simple Euler algorithm with
variable material constants converges acceptably provided the time steps are small enough.
In a similar fashion K. Koepke predicted successfully the behaviour of the TEVATRON
magnets [18]. These programs as well as the adopted version of QUENCH for HERA [19] or
QUENCH-M [20] are bulky FORTRAN programs specially tuned for a particular magnet
type and protection circuit. The ideas lead Pissanetzky and Latypor [21] to a modern version,
applicable to magnets with a single or with multiple coils, with or without iron, operating in
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the persistent mode or from external power. The method assumes again that a quench starts at
an arbitrary point of the coil and propagates in three dimensions. Multiple independent fronts
can coexist. Local magnetic fields and inductive couplings of the coils are calculated by the
finite element method. All properties, like fields and temperatures, are obtained by solving
the corresponding equations at each point in space and time. For the LHC magnets Hagedorn
and Rodriguez-Mateos designed a different generally applicable simulation package. The
general simulation tool, called QUABER [22], is based on a professional tool, called SABER
(trademark of Analogy Inc.). Bottura and Zienkiewicz [23,24] developed a finite element
program for magnets with "cable-in-conduit", that are magnets with forced helium flow. All
programs mentioned above and many variants of them are able to describe the "typical"
quench fairly well. However the result of the model calculation depends essentially on the
assumptions. It is advisable to investigate as many different input assumptions as reasonable
to determine the uncertainty in the calculations.

5. QUENCH DETECTION AND EXTERNAL SAFETY CIRCUITS

The minimum response necessary to prevent conductor burnout when a quench occurs
is the disconnection of the power supply. This requires of course the detection of the quench.
Several signals can be used to sense a quench. Acoustic emissions precede a quench and
follow it. This signal, however, is not very specific because noise emission is not always
accompanied by a quench. A resistive voltage Uq = RqI builds up when a normal zone grows
and expands. The rising resistance leads also to a change in current which in turn induces an
inductive voltage. In the same fashion an inductive voltage arises when the current changes
for other reasons or whenever the coil is magnetically coupled to a coil with changing current
[25]. Somehow the inductive voltages have to be cancelled. In the simple case of a single
coil, as indicated in Fig. 13a, a single bridge circuit will be a reliable solution. For this
purpose a centre tap on the magnet coil is needed and the bridge has to be balanced to better
than 0.5%. Once set properly, which may be tedious, the bridges can stay unchanged for
years as experience shows. Of course, this method can never detect a quench that develops in
both half coils identically. Some additional measures exclude this rather exotic case. In a
large system, for example, the bridge method can be repeated for groups of magnets.

Instead of subtracting the inductive voltage by a bridge directly, one can also measure it
by some additional device and subtract it from the coil voltage electronically. Figure 13b
indicates as an example the measurement with an additional field coil. Alternatively the
average voltage of a large set of identical magnets in series can serve as a measurement of the
inductive voltage. In either case, problems may arise with the dynamic range, the initial
adjustment and eventual drifts with temperature.

Magnetically coupled coils, like stacked correction coils or the windings in fusion
reactor magnets, present a particular problem. Current changes in any of the coupled coils
induce voltages in all other coils too. Hence the subtraction method has to be expanded to all
combinations of all coils. This procedure is somewhat akin to the Gaussian elimination in
matrix diagonalisation [25].

The magnet coils float during a quench at an unpredictable potential with respect to
ground. The measurement technique has to take care not to destroy the magnets by more than
one unintended short to ground. Thus it is advisable to add a resistor in series with the
potential tap as close to the coil as practicable in order to limit the possible current to ground
and hence the damage. If one applies the bridge detection method high-valued series resistors
will decrease the sensitivity. In this case a protection with high voltage fuses is possible. In
fact the simplest high voltage fuse for this purpose is a piece of wire-wrap wire, as used in
electronics, at a sufficient distance from conducting material. Note that the fuses have to be
tested continuously as parts of the quench detection circuit.



159

Inside of the cryostat

Q )

b)

b)

c)

Outside of the cryostat

R.

Fig. 13 Quench detection by a)
measuring the current through a
bridge or b) comparing the total
voltage with the inductive voltage.

Fig. 14 Possible energy extraction schemes for
a single magnet: a) external resistor, b) internal
diode and resistor plus external resistor, c)
magnetically-coupled resistor.

After the detection of the quench the stored magnetic energy has somehow to be
dumped. Rephrasing the power supply to pump the energy back into the mains is possible but
usually too slow. Basically all ideas about how to "protect" superconducting coils have been
well known for many years [26]. For a single magnet, one can switch off the power supply
and dissipate a large fraction of the stored energy by one of the circuits sketched in Figs. 14a,
b and c. In circuit (a) the current continues to flow through a diode ("free wheel diode") and
a load resistor R that determines basically the maximum voltage £/„,„ ~I0R, the exponential
decay time r = L/R, and hence the hot spot temperature. In circuit (b) an extra diode has
been added. It could also be installed inside the cryostat as a so called "cold diode". The
current will commute partially into the diode branch once the diode knee voltage is reached.
This is a few tens of a volt at room temperature and a few volts at 4.2 K. The current will
commute independent of the position of the current switch and the quench detection. In the
worst case the diode will melt, but not the magnet. Circuit (c) contains an inductively-
coupled resistor R'. This can be the support cylinder of a large solenoid or some other
structural element. The heat produced in R', because of the change in the primary current and
the magnetic coupling, can be used to accelerate the quench propagation. This solution,
termed "back quench", is preferred for slowly ramped magnets but it is not directly applicable
for fast ramping superconducting devices.

To summarise, a number of reliable methods have been developed to protect a single
magnet after a quench. The quench signal has to be detected and discriminated from noise
signals. The power supply has to be switched off without interrupting the magnet current.
The stored energy has to be dissipated in suitable devices. If necessary, the quench can be
spread artificially by activating heaters in or at the windings.



160

6. PROTECTION OF A STRING OF MAGNETS

An accelerator consists of large number of magnets in series. A fusion reactor magnet,
even worse, consists of a large number of magnetically-coupled coils. The protection of such
a string or group of coils is a challenge. For example, the inductance in the HERA ring adds
up to L = 26.5H. At 5.5 T, 470 MJ are stored in the ring; an energy sufficient to melt 780 kg
of copper.

Unfortunately, a simple switch, as in the case of one magnet, cannot work. A magnet is
barely able to absorb its own stored energy. Simple switching-off dumps almost all stored
energy into the quenching magnet and destroys it. On the other hand, energy extraction with
external resistors would require an enormous resistance and hence a voltage of more than
300 kV.

The recipe is therefore:

- detect the quench,

- isolate the quenching magnet,

- spread the energy,

- subdivide the inductance (if possible).

The principle is best discussed by explaining a few examples. Figure 15a shows the
quench detection system of the TEVATRON, the first large superconducting accelerator. It is
based on the measurement of voltage differences. Average voltage differences are calculated,
including the inductive voltages during ramps, and compared with the measured values. A
significant discrepancy indicates a quench. The large values for the resistors, chosen for
safety reasons, together with the cable capacity introduce a sizeable signal distortion that has
to be corrected.

The system developed for HERA (Fig. 15b) is based on bridge circuits for each
magnet. Additional bridges over a number of magnets increase the redundancy. A radiation-
resistant magnetic isolation amplifier that is insensitive to noise pickup amplifies the bridge
current. A similar but more versatile version has been proposed for UNK [27]. For the LHC
also a bridge circuit is in discussioa However, isolation amplifiers with semiconductors are
presently favoured.
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Fig. 15 Quench detection circuits used in large systems, a) TEVATRON, b) HERA
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Next the energy of the unquenched magnets has to be kept away from the quenching
magnet. Basically, guiding the main current around the magnet achieves this effect.
Figure 16 shows an equivalent circuit diagram. The total inductance L of the magnet string is
much larger than the inductance L, of a single magnet. Hence the main current / decays with
a much larger time constant than the current /„ in the quenching magnet. The differential
equation for IQ is (neglecting diode voltage drops)

dl.
(25)

Since RQ(t) grows with time an analytic solution is not available. But once the whole coil has
become normal one arrives at a steady state solution

(26)

To minimise the current remaining in the coil, the resistor Rb in the bypass line should
be made as small as possible.

fl R q ( t )

Fig. 16 Equivalent circuit of the bypass of a quenching magnet

Two basic solutions exist. Thyristors act as fast switches at fast ramping machines like
the FNAL TEVATRON, SSC or UNK. Figure 17 shows part of the electrical circuit for the
TEVATRON. In the TEVATRON magnets the return bus is integral part of the coil and has
to be protected. Therefore half the magnets are fed by one bus with half a winding powered
by the return bus. The interleaving other half of the magnets is connected in the opposite
way. Also shown are the heaters that are needed to distribute the stored energy in a magnet
group evenly. The energy of the rest of the ring is bypassed by thyristors. They have to be
mounted outside the cryostat and therefore current feed-throughs are needed. These require a
very careful design since their electrical resistance (which is the main contribution to Rb)
should be small. Their thermal resistance, on the other hand, should be large to avoid a heat
load on the liquid helium system. During a quench the safety current leads heat up
considerably which brings the connection points to the superconductor in danger of
quenching also. In addition a fast recooling time is also an important design criterion. The
development of high temperature superconductor current feed-throughs may alter the
situation considerably.
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Fig. 17 The magnet connections in the TEVATRON. Dipoles and quadrupoles share two
busses. Groups of magnets are protected against the total stored energy by bypass thyristors.

Diodes can replace the thyristors in storage rings that have a low ramp rate and hence
small inductive voltages during the normal operation. Cottingham [28] first proposed for
ISABELLE to mount diodes inside the liquid helium cryostat. This solution has several
advantages. The bypass resistance is normally much smaller. Each magnet can have its own
bypass diode. There is no heat load on the cryogenic system due to the safety leads. Finally,
the cryostats are easier to build and cheaper if the current feed-throughs are missing. This
concept has since successfully been adopted or is proposed for HERA, RHIC and LHC.

The bypass diode has to be selected carefully. Firstly, the diode should have a low
dynamic resistance and this should not change as a result of aging or neutron bombardment.
Secondly, the proper backward voltage has to be selected carefully. High voltage diodes have
a thick p-n junction that is susceptible to radiation damage and which has a large resistance.
On the other hand, if magnets in a string quench, not all will quench simultaneously. The
inductive voltage that develops during the ramp down will concentrate on the still
superconducting magnets and may exceed the backward voltage of the diode. Note that the
backward voltage depends on the operating temperature. The extraordinary high current in
the LHC magnets and the expected level of radiation pose severe constraints on the cold
diodes. Nevertheless promising solutions have been found [29].

Relatively conservative magnets, as the HERA and RHIC magnets, do not in principle
need artificially quench spreading, in particular if every magnet has its own bypass. Quench
heaters need some energy storage, some firing electronics, and feed-throughs into the
cryostat. The heater band has to be in close thermal contact with the coil, because the heat
must reach the coil as fast as possible. In fact, the best place is in-between the two coil layers
[30]. This is of course hazardous. Good heat conduction means little electrical insulation and
hence the risk of shorts to the coil. In summary, quench heaters are costly and a potential
danger themselves. However, for safety against quenches in the coil heads, even the HERA
dipole magnets are equipped with heater strips, very much as in the TEVATRON magnets.
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For the LHC magnets to avoid excessive energy densities artificial quench spreading is
essential.

Finally, it is necessary to subdivide the machine into as many independent current
circuits as feasible. This can be achieved in two ways. At HERA, all magnets are fed by one
power supply. This results in good tracking of bending power and focal strength. In total 10
mechanical switches break the circuit in case of a quench into nine pieces separated by
resistors, in fact, just steel pipes. The resistors are matched to the inductance such that the
centres of the resistors and of the nine magnet strings are virtually at ground potential. Hence
the ring virtually breaks up into nine independent sub-circuits. If a switch fails to open, the
symmetry is broken; therefore the installation of an additional equalising line is necessary.
The solution for RHIC, shown in Fig. 18, is similar. One twin power supply feeds one of the
two rings. The subdivision follows of course the geometry of the tunnel and the switches
consist of thyristors.

Very large rings contain so much energy that the virtual subdivision is not safe enough.
Figure 19 shows one of the proposed solutions for the LHC [31]. The accelerator is divided
into 16 independent units each of which stores more than HERA. An equal number of circuit
breakers and dump resistors are required. The fact that each half octant can be switched off
independently is clearly an advantage. A further division is unfortunately excluded from the
geography of the LEP tunnel. On the contrary, cost optimisation may lead to a solution
employing only one power supply per octant.

RHIC (BNL)

Total Inductance
Blue Ring 5544 mH
Yellow Ring 4774 mH

I = Intersection Point-

Fig. 18 The proposed connection scheme for
one of the RHIC magnet rings. The second
ring is almost identically to the one shown.

Fig. 19 The proposed subdivision of
the LHC magnet string. The number
of power supplies may be changed.
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7. SUMMARY

Effective quench protection cannot be added afterwards. It is an integral part of the
magnet and system design from the very beginning. The costs for cumbersome and
complicated protection should be weighed against the cost of more stabilisation copper.
Moreover aspects of reliability play also an important role. Quenches can and will always
happen. Hence the quench protection has to be reliable and fail safe. Heaters should be added
if necessary, and the overall layout of the power circuit has to be planned and simulated
carefully. Magnetic coupling can add to the problems but it can also be turned into an
advantage by spreading quenches over large volumes. A low energy density in a quenching
magnet has to be tolerated and quench protection is basically the combination of measures to
keep the energy density low in case of a quench.

* * *
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SUPERCONDUCTING CAVITIES — BASICS

W. Weingarten
CERN, Geneva, Switzerland

Abstract
The basic properties and design criteria of superconducting cavities for
electron accelerators are discussed with special emphasis on the
following topics: technical motivation for the use of superconducting
cavities; design and production; surface resistance; the critical field of
superconductors; anomalous losses; materials other than niobium;
technological achievements for accelerating cavities.

1 . INTRODUCTION

High-energy physics has prospered for the last few decades thanks largely to progress in
particle accelerator techniques. The quest was always for larger centre-of-mass energies and
larger luminosities. The most recent accomplishment is the operation at centre-of-mass energies
between 91 GeV and 2 TeV of LEP at CERN, SLC at SLAC, HERA at DESY and the
Tevatron at Fermilab.

An increasingly demanding problem is how to reduce investment and operation costs of
such large accelerators. For this reason the benefits of superconductivity are exploited for
magnets (at Tevatron and HERA) and RF cavities (at LEP and HERA). To combine larger
energies with affordable costs is different for proton and electron accelerators. Circular
accelerators offer a cost-effective way to obtain high energies because the particles traverse the
accelerating sections many times. The energy limit is determined by the emission of
synchrotron radiation, which increases with the fourth power of y, the ratio of the particle
energy over its rest mass. Accelerators for protons, a relatively massive particle, are still far
away from this limit. Therefore future proton accelerators such as the LHC at CERN will be
circular machines. On the other hand, circular accelerators for electrons, relatively light
particles, emit large amounts of synchrotron radiation. An estimation shows [1] that future
accelerators for electrons will be linear colliders like the SLC at Stanford, the pioneering one.
The reason is that the investment costs are proportional to the length (for linear colliders) or the
circumference (for circular colliders). For a beam energy E and an accelerating gradient g, they
are proportional to E/g and to EP-Ng, respectively. Hence, above a certain energy a linear
collider is cheaper. Since particles will traverse the accelerating section only once, it is essential
to have high accelerating gradients.

The other demanding need is to keep the mains power as low as possible for a given
luminosity and particle energy; in other words, the efficiency of transforming mains power to
beam power should be a maximum. In principle, radio-frequency (RF) super-conductivity is
supposed to provide a technical solution for bom constraints, that is a high accelerating gradient
and high mains-to-beam power conversion efficiency.

2 . TECHNICAL MOTIVATION FOR THE USE OF SUPERCONDUCTING
CAVITIES

2.1 The mains-to-beam-power conversion efficiency

Electrical power from the mains to the beam is transferred via the following chain: high-
voltage power supply — klystron — waveguide — RF cavity — beam. For the time being the
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largest power loss has to be tolerated between the RF cavity and the beam. In order to establish
the accelerating voltage V in the cavity, RF currents are induced at its surface generating the
heat Pc. A shunt impedance R = V2/(2PC) is defined to account for these RF losses. R should
be as large as possible. RF accelerating cavities manufactured from high-conductivity copper
have shunt impedances (per unit length) of typically 10-15 Mfl/m. With the beam current 7b
(d.c. component), the beam power Pb = Vh (f°r m e particle riding on the crest of the RF
wave), the conversion efficiency is defined as

l + is. i.
2Rlb ( 1 )

For the LEP RF cavity (copper) with R = 43 MQ, /b = 6 mA, V = 3 MV we get
j] ~ 15%.

As can be inferred from Eq. (1), normal-conducting (nc) cavities made from copper offer
high conversion efficiencies for high beam currents and low accelerating voltages. The shunt
impedance R of an RF cavity is related to its Q value by R = (R/Q) Q. (R/Q) is independent of
the RF frequency and is determined by the geometry of the cavity. The Q value for its part is
inversely proportional to the surface resistance Rs, Q = G Rs~

l, with G another geometrical
constant (of typically 250 £2). Hence, in order to have large shunt impedances, we are faced
with the development of RF cavities with surfaces of low surface resistance.

2.2 The cryogenic efficiency

It is the large 'improvement factor' of the shunt impedance (~ 105) compared with
conventional copper cavities that makes superconducting (sc) cavities so attractive. However,
the dissipated power Q2 = Pc has to be removed at cryogenic temperatures, in common practice
at the boiling temperature under normal pressure of liquid helium, T2 = 4.2 K (Fig. 1). Hence,
the entropy current 5 = Q2/T2 which, according to the second law of thermodynamics, in the
ideal (reversible) case is Q\IT\ at room temperature Tx ~ 300 K.

Fig. 1 Schematic power flow in a refrigerator

According to the first law of thermodynamics, the power

Wc = 0, - Q2 = Q2{Q[/Q2 -1) =

has to flow into the compressor. The Carnot efficiency T\C for a refrigerator is defined as

Tlc=Q2'Wc = T2/{Tl-T2). (3)

For T\ = 300 K and T2 = 4.2 K, 7]c = 1/70. The 'thermodynamic efficiency'
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T}td=Wc/W

is the ratio of the power Wc needed to operate the compressor in the ideal case, to the 'real'
power W. The total cryogenic efficiency is

Tier = 02 / W = (Q2 I WC)(WC I W) = Jfcffc, .

(4)

(5)

With T7td = 0.3 for large units the total cryogenic efficiency is T]CT = 4.5 X 10~3.
Unavoidably, in an sc accelerator some power Pct flows into the liquid He, even in the absence
of RF (standby heat load of cryostat). The efficiency 7] for a sc accelerator of RF-to-beam
power conversion is then

i-i
(6)

As an example, for the sc cavity and cryostat for LEP with Pc = 50 W, P b = 50 kW
and PCI = 25 W, we obtain a total efficiency of 77 = 0.75, which is larger by a factor of 5 than
for a conventional RF system (Table 1).

Table 1

RF-to-beam power conversion efficiency 77 for nc and sc cavities for the e+e~ collider LEP

Beam current
Accelerating voltage
Field gradient
Shunt impedance R

Pc

Pb

Pec

7?cr

TTRF

nc
6
3
1.4
43

105000
18000
0
100

15

sc
6
8.5
5
3150 *>
52 @ 4.2 K
51000
25
0.45

75

!) including the total cryogenic efficiency rja

mA
MV
MV/m
MQ

W

w
w
%
%

2.3 Lower impedance of sc cavities

Normal-conducting cavities are optimized for a high shunt impedance. The dissipated RF
power to be removed gives the performance limit, and issues of low surface electric and
magnetic fields are of minor importance. Therefore these cavities are designed as shown
schematically in Fig. 2 (top).

Superconducting cavities, on the contrary, are designed for low surface electric fields and
other features (e.g. to avoid electron multipacting or to efficiently extract the power which the
beam transfers into the higher-order modes). Issues of high shunt impedance are of minor
importance, because it is sufficiently large thanks to the sc material. A typical value is 1 GQ/m
(including the total cryogenic efficiency i]a). Hence larger iris openings and a rounded shape
are used [Fig. 2 (bottom)].

As sc cavities have a larger field gradient (about a factor 4) and a larger iris diameter, they
present more than a factor 10 lower impedance (for the same accelerating voltage) to the beam
compared to nc cavities.
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The rise time of beam instabilities is inversely proportional to the product of impedance
and current. The beam remains stable if the rise time is longer than the damping time of
synchrotron and betatron oscillations. There is a minimum tolerable rise time, and,
consequently, the maximum current is inversely proportional to the impedance. Hence the
advantage of sc cavities over nc cavities.

nrm
TYJLJULJ1

Fig. 2 Cavity shape (schematic): the nc cavity (top) represents a larger impedance to the beam
due to the smaller beam holes and nose cones compared with the sc one (bottom).

3 . DESIGN AND PRODUCTION

3.1 The choice of gradient and cost limits

The maximum gradient is not necessarily that for which the construction cost is a
minimum. This also depends on the type of machine (accelerator tunnel layout, luminosity,
beam energy etc.). However the larger the accelerator the more important become economical
constraints.

If the total RF voltage, V, is fixed, the total costs are given by three terms. The first one
is proportional to the total length L of the cavities (or cryostats), the second one is proportional
to the total RF power PRF to be transmitted to the beam (independent of L), and the third one to
the cooling power (the power Pj dissipated in the RF cavities), hence inversely proportional to
the shunt impedance or total length L. The cost minimum is located where the first and third
term are equal. The following example is based on numbers, which are close to CERN's
experience [2]. Figure 3 displays these three terms and their dependence on the accelerating
gradient £a (which is for constant V = EZL inversely proportional to L). It shows that a
gradient of about 10 MV/m is an optimum choice for this particular application.

However, having in mind even larger applications, such as the sc linear collider TESLA
under design, at higher frequency (1.3 GHz) and higher energy (500 GeV), costs will
increase by at least an order of magnitude compared to the largest existing accelerators. There
are two major contributions (which depend on Ea), linear investment and cooling power costs.
The latter may be reduced (technical Q-values being in the 109 range) by pulsing the accelerator.
The former has to be reduced by novel and more economic industrial production methods. At
CERN, coating the copper substrate cavity with thin sc layers of Nb [3], which can be
hydroformed [4] may be a step in this direction.
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1000 ,

10

Ea[MV/m]

100

Fig. 3 Cost estimate for an sc RF system (f = 352 MHz, V = 2 GV, 12 MW RF power,
5 W/m standby heat load, Qo= 4-109).

3.2 The choice of the operating frequency

Without loss of generality, R per length L (which is called r) is required to be maximized:

L~r~2PcL~2a)UL Pc

Q)U _ r r G

2wU/L Pc ~ Q QRs
— a (7)

Q R?cs

where we have made use of the definition of r/Q = Ea
2/(2o>f//L), Q = (oUIPc, V = £aL,

/?sg = G, the geometry factor. U is the stored energy, £ a the accelerating gradient, /?S
B C S the

BCS part of the surface resistance, and RSQ its residual part (cf. sections 4.1 and 6.1). Now we
shall look at the dependence on the frequency / of the different factors. From Fig. 8 (see
below) we learn that for niobium the condition /?S

BCS » RsO is valid for frequencies larger than
3 GHz, and the condition /?S

BCS « RSQ is valid for frequencies smaller than 300 MHz:

(8)
,/<300MHz

To maximize r, we are forced to prefer lower frequencies for / ^ 3 GHz, and higher
frequencies for/< 300 MHz. Therefore, neither very low nor very high frequencies are useful,

and /? = 1 accelerating structures are operated between 300 MHz and 3 GHz, approximately.

3 .3 Design criteria

The most critical part of an sc cavity is the surface. This comes from the fact that the
current flows with nearly no losses. Any contamination on the surface will give rise to extra
heat and will drastically increase the losses. Due to the low thermal capacity at low
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temperatures even a minute heat source may provoke a large increase in temperature.
Superconductivity may be destroyed. Therefore the critical steps of the assembly are done in
clean rooms of class 100 and lower (Fig. 4 [5]).

Fig. 4 Four-cavity module for LEP being equipped with HOM and power couplers in a class
100 clean room

Local heat sources may also be created by electron impact (multipacting or field emission). The
former can be suppressed by the choice of the geometry ("spherical" cavities [6]). The latter
may be reduced to tolerable levels by rinsing the surface with ultrapure agents (mostly water
and methanol) and avoiding any dust precipitation during assembly. Other considerations are:
economy of fabrication (spinning and deep drawing of sheet metal), the reduction of any heat
leak (coaxial couplers), the efficient removal and dissipation at room temperature of higher-
order mode (HOM) induced power, no or few mobile mechanical parts at cryogenic
temperatures, and attachment of sensors at critical parts to probe the local vacuum, temperature
and e~-current.

Nowadays the design for (5 = 1 cavities and cryostats is largely converging as shown in
Figs. 5 and 6.

DESY 500 MHz

lm

Darmstadt 3 Mhz
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CEBAF 1500 MHz

(L\V^ f^-s £ fi a n\v& ^ ^

CERN 352 MHz

KEK 508 MHz

Fig. 5 Cryostat and cavity design for /? = 1 accelerating structures at different frequencies
(approximately to scale)

The following is a summary of the design criteria and state of the art:

• Access must be possible to the cryostat's vital parts without either the vacuum having to
be broken or the cryostat having to be dismounted from the beam line

• All ancillary equipment to be cleaned to the same standards as those of the cavity

• Rinsing to be done with clean and dust-free fluids

• Assembly to be done under dust-free conditions

• Spherical shape to avoid e- multipacting with slightly inclined iris to facilitate the drainage
of rinsing fluids

• Metal sheet forming

• Minimizing of mechanical vibrations

• Compact coaxial antenna type couplers for RF power input and HOM power damping

• RF windows — if possible — between beam and insulation tank vacuum to minimize
consequences of break
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No holes in the cavity proper: couplers attached to the beam tube

Number of cells limited: careful computer-aided designing of cavity geometry imperative

Vacuum, e- and temperature sensors available at critical regions of power coupler

Frequency tuners without moving parts.

Fig. 6 Fully equipped four-cavity module for LEP.

4 . SURFACE RESISTANCE

4.1 The surface impedance of superconductors

Imagine a plane wave propagating in the x-direction towards an sc metal sheet in the y-z
plane. The metal is supposed to contain sc and nc electrons (two-fluid model). Only the nc
component interacts with its environment; the sc component carries current without interaction.
The RF magnetic field penetrates this sheet to within the penetration depth AL- According to the
Maxwell equation curl E = -dB/dt, the RF magnetic field is accompanied by an electric field in
the y plane Ey = ja>ALflz = ']a)XL\i0Hz = j<oAL^o#zO exp(-x/AL). This interacts with the nc
electrons (still present at non-zero temperatures) and gives rise to a power dissipation per
square metre

ĉ = K/2)P (9)

where Oh is the conductivity of the nc electrons.

By definition, Pc = (1/2) Rs Hz
2, and we obtain

(10)

AL is the characteristic penetration depth of a static or microwave magnetic field in a
superconductor such as niobium (London penetration depth AL= [m/(nse

2[io)]1/2). AL depends
on the density ns and mass m of the sc electrons. <Tn is proportional to the density of the nc
electrons, which decreases with the temperature according to a Boltzmann law, with the energy
gap A as the characteristic energy. The precise theory will result in an expression for the so-
called BCS surface resistance (from the inventors of the microscopic theory of
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superconductivity, Bardeen, Cooper and Schrieffer). It can be approximated for T < Tc/2 (Tc
is the critical temperature of the superconductor) as

R^ = {A/T)co2 exp{-A I kJ), 2A « 3.5k7c. (11)

The cd2 dependence of the surface resistance is a consequence of the frequency-
independent penetration depth [7]. Measurements of the temperature and frequency
dependence of the BCS surface resistance are shown in Figs. 7 and 8 [8,9].

2.0 7.0

Fig. 7 Surface resistance of a 3-GHz
niobium-sheet cavity (RRR = 40) vs. Tc/T.
The residual resistance is 4 n£X

8.

10

10'

1 0 •

0.01 100

Frequency (GHz)
Fig. 8 BCS surface resistance RS

BCS of
niobium vs. frequency at 4.2 K
(extrapolated to 1.8 K). Lowest residual
surface resistance data are indicated at the
bottom.

The surface impedance for the sc and the nc case is derived more formally in Table 2. For
the former, the constituent equations are the London equations (3rd row), for the latter the
constituent equation is Ohm's law. These go together with the Maxwell equations (2nd row),
which are always valid. The surface impedance is a complex number; in the nc case the real part
(surface resistance) is equal to the imaginary part (surface reactance), whereas in the sc case
they are different. The surface resistance as indicated in Eq. 10 is reproduced, and the surface
reactance is proportional to the penetration depth AL-

For the sake of completeness it should be mentioned that the surface resistance Rs
depends through Aon the mean free path of the electrons £ [10] and hence the RRR value (the
residual resistivity ratio RRR is the ratio of the resistivity at room temperature and low
temperature in the nc state). For niobium, there is a minimum surface resistance at about
RRR = 7.

5 . THE CRITICAL FIELD OF SUPERCONDUCTORS

In d.c. the external magnetic field starts penetrating the sc material at the critical field Bc
(type I) or Bc\ (type II superconductors). For RF this is not true for reasons which are not
completely understood. It is believed that the creation of nc islands in the sc metal needs a
period of time which is larger than one RF period. The limiting field in RF superconductivity is
therefore larger than both Bc and Bcj> and is called the critical superheating field BSh [11].



176

Table 2
Comparison of superconductor (two-fluid model) with normal conductor

Superconducting metal

(d/df)y - E/iVLok?) + Oh(dy

curl j = -HIX\} - OKWKd/d

K2 = - Xir2 (1 + icrnnoG>^L2 - CO
Zssc = ( l ^ t a ^ n o ^ L 3 ^ - fljj.

curl / / = j+eo(d/dr)£

curl E = -jio(d/dr)ff

rd/)£

t)H

HO^L2 )

1. V[o

Normal-conducting metal

4io/(2oi1)](l - i), <aeo^« 1.

Effective electron mass m Surface impedance Zj = (EJHy)^^ =
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The relevance of 2?Sh can be understood as follows [12]. The entry of a vortex line into
the bulk of a superconductor is governed by two forces (Fig. 9). The first one is due to the fact
that the shielding currents of a line only have a component tangential to the surface (the normal
component vanishes), j ± = u . This boundary condition can be easily assured by the
superposition of two lines, the original one and its mirror image with respect to the metal
surface. The force between these two lines decays exponentially with twice the distance JCL
between the line and the metal surface (~cxp(-2xiJX)). One can convince oneself of the
attractive nature of this force and of its independence of the RF magnetic field amplitude B.

The second force is created by the line and the RF currents j , which are proportional to
B. This force is repulsive and decays exponentially with a characteristic length JCL
[~exp(-XL/A)]. The superposition of these two forces results in three distinct cases (Fig. 10):

(a) For B smaller than the lower critical magnetic field Bci, B < B c i , the attractive
interaction between line and image line is dominant, thus preventing the entry of the line
into the bulk.

(b) For Bci, < B < BSh, the attractive interaction beats the repulsive one for small x^ in such a
way that a surface barrier still prevents the line from entering into the bulk.

(c) For large B,B> BSh, this surface barrier has disappeared and the line enters the bulk.
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Fig. 9 Forces acting on a vortex line
entering a superconductor: an attractive
force between the line and its image
(independent of the RF magnetic field
amplitude B) opposes the entry of the
vortex line into the bulk (upper part), a
repulsive force between the line and the RF
currents j (proportional to B) favours the
entry of the vortex line into the bulk (lower
part).
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-3-L
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Fig. 10 The Gibbs potential G vs the
distance from the metal surface xi/X of the
vortex line. G is a superposition (full line)
of an attractive and a repulsive interaction
(dotted lines). These two forces have
different characteristic lengths of
exponential decay (indicated by the arrows).
Depending on the RF magnetic field
amplitude B,G > 0, the line cannot enter
(a), G has a barrier for small *L , m e u n e

still cannot enter (b), and G < 0, the line can
enter (c).

A series of experiments on small samples of Sn-In and In-Bi alloys indicates that the
limiting field in RF is indeed Blh for type I and type II superconductors [13]. This seems to be
confirmed by Fig. 11 where maximum magnetic fields experimentally obtained under RF
conditions (normalized to Bcth) are compared with various critical fields (Bcu BC2» #c3» #sh) as
a function of the Ginzburg-Landau parameter K. All data are compatible with the assertion that
the limiting field in RF is indeed B&.

If this is confirmed, then very high magnetic fields can, in principle, be hoped for in sc
accelerating cavities. With typically 4 mT RF surface magnetic field per MV/m accelerating
gradient, the ultimate limit for niobium is then 60 MV/m, and for M>3Sn 100 MV/m accelerating
gradient.
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Fig. 11 Critical fields of different nature (1st and 2nd critical field Bc\, #C2> surface critical
field BC3, and superheating critical field B s n , normalized to the thermodynamic critical field
2?Cth) vs. the Ginzburg-Landau parameter K. Maximum magnetic fields obtained under RF are
indicated as dots.

6. ANOMALOUS LOSSES

6.1 Phenomenology

As seen above, there should be no reason for accelerating fields of 60MV/m in sc
niobium cavities not to be obtained. By lowering the temperature of the liquid He bath
sufficiently, the RF losses should be negligibly small. At 350 MHz and 2 K, as an illustration,
the sc LEP accelerating cavities should have a Q value of 8 x 1011 and dissipate only 30 W at
60 MV/m accelerating gradient. Nevertheless, experimentally obtained best results in these
cavities are Q = 3 x 109 with about 200 W dissipated power at 10 MV/m accelerating gradient.
Unfortunately, several phenomena, in general not directly linked to RF superconductivity, make
this goal hard to achieve. Some typical performance limits are also visible in Fig. 12.

Diagnostic tools have been developed that allow the study of performance limits. Firstly,
the response of the cavity to an RF pulse can now be analysed [20]. Secondly, from the
Q vs. E curve, information on the status of the cavity can be drawn. Thirdly, a most powerful
diagnostics device is the recording of the surface temperature of the cavity at high field by
temperature sensors ("temperature mapping" [21,22], Fig. 13).

Performance limits go together with a specific mechanism of RF loss, which we will call
"anomalous". These mechanisms are commonly observed, but they are atypical of a surface as
described in the framework of the BCS theory, being free from impurities and contamination.

Residual loss is independent of the temperature. The physical origin is not well known in
most cases; what could be identified is loss from dielectric materials and trapped magnetic flux.
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Fig. 13 Rotating-arm temperature sensors on
1.5-Ghz niobium-coated copper cavity

A quench is often observed in niobium cavities made of industrial-grade niobium
without post-purification. A quench is caused by nc inclusions and other imperfections
(welding beads, residues from the cleaning treatment). These inclusions are heated in the RF
magnetic field and drive the sc metal near by into the nc state. Then an instability shows up-
the stored energy of the cavity is dumped in this nc region, by this action the RF field in the
cavity is abruptly decreased. At low RF field, the RF dissipation is again low enough for the
niobium to go back into the sc state. As the RF coupling has been adjusted for this situation
the cavity again fills with RF energy until the cycle starts as described above ('self-oulsine
breakdown'). v 6

Electron multipacting (from m«/ftple impact) is an electron multiplication phenomenon
which can happen if the secondary electron emission coefficient is larger than 1 As the
electrons are resonant with the RF field amplitude, multipacting is visible at distinct field levels
D T T I I ! ? * 0 ^

 t r a J e c t o n e s ** restricted to a point of the surface (by electron kinematics in the
Kh tield), the currents can be sufficiently high to dissipate enough power to induce a
breakdown in spite of the low impact energy (about 50-1500 eV). Properly cleaned niobium
cavities (low d) of rounded shape have been shown to be virtually free of multipacting [6].

Field emission is another loss due to electron impact. The current is generated by the
large electric surface field at point-like emitting sites (e.g. dust particles). Contrary to electron
multipacting, the current is relatively small (~ nA), but the impact energy is large (~ MeV) The
current increases exponentially with the RF surface field amplitude, so that the gradient is
hmrted even when the RF power is increased. Here also, breakdown may occur. In addition
heat and large amounts of X-radiation are generated by bremsstrahlung of the electrons when
stopped at the cavity wall.

Non-quadratic loss manifests itself by a non-horizontal Q vs. E curve It is often
observed in cavities coated with niobium or other materials (NbN, NbTiN YBaCuO) It is
hypothesized that the nc surface increases with the RF field amplitude (presumably at "weak
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Hysteretical Q vs. E curves are observed for sc material in loose contact with the substrate
(welding beads in niobium sheet-metal cavities or peeled-off niobium flakes in niobium sputter-
coated cavities). When the RF field amplitude is increased, these irregularities switch to the nc
state at a certain RF magnetic field amplitude, upon which the Q- value abruptly goes down by a
small amount, which corresponds to the tiny surface of the flakes. When the RF field
amplitude is decreased, they remain in the nc state until the RF dissipation becomes so small
mat the cooling is sufficient to put them back into the sc sate.

6.2 Thermal breakdown

Whereas in X-band cavities of relatively small surface exposed to the RF field (some
square centimetres), high surface magnetic fields were obtained more than two decades ago,
this is not the case in larger cavities for accelerator application at lower frequencies. It has long
been suspected that small nc surface defects with much higher RF losses, relatively widely
dispersed, were the origin. If so, by statistical arguments, the probability of obtaining high
surface fields was much larger in small single-cell cavities of higher frequency. Furthermore
the number of tests performed with small cavities at high frequency was much larger, which
made a test result with a very high surface field more probable.

In some experiments at CERN, "hot spots" of enhanced RF loss causing breakdown were
detected and localized by temperature mapping, cut out and inspected under a scanning electron
microscope [23]. It turned out that, for accelerating fields less than ~ 8 MV/m (on commercial
grade niobium in 1980), a surface defect which had clearly induced the thermal breakdown
could be attributed to every "hot spot". They were welding "beads", welding holes, chemical
residues and nc inclusions of a diameter of typically 100 |im.

Why do these defects cause a breakdown?

2r0

Fig. 14 Modelling the thermal breakdown (quench) caused by an nc defect, producing heat at a
rate Q. °

Let us examine a defect, represented by a half-sphere with radius r0 of nc metal exposed
to the RF field. It is embedded in an sc metal of wall thickness d and thermal conductivity
(4.2 K) A [Fig. 14 (left)], cooled by liquid He at temperature TB. The defect represents a heat
source of strength Q [W]. Under certain assumptions (r0 « d, no temperature drop across the
metal-liquid interface), the problem is equivalent to a circular symmetric one with a heat source
of twice the strength Q, for which the heat conduction equation

2(Q/X)S(r)

is solved by

T~Q/(2nr) + TB. (13)
The heat source strength is

Q (l/2)R?H2itrl (14)
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where Rs
n is the surface resistance of the nc metal and H the local magnetic surface field.

Hence

T - (l/4)g?H2ri I(Xr) + TB. (15)

Breakdown will occur when the temperature at the nc-sc interface (r = ro) approaches Tc.
This gives a condition for the maximum RF field //max [24,25],

2 . (16)

With typical values A = 10 W/(mK), TB = 1.8 K, Rs
a ~ 12 mCK r0 = 10"4 m, we

obtain Bmax = M ô̂ max = 20 mT, which corresponds to 5 MV/m accelerating gradient, in
qualitative agreement with the experimental results obtained a decade ago with reactor-grade
niobium. Computer simulations have shown [26] that for a defect radius ro > 20 \im,
X < 75 W/(mK), Eq. (16) is correct to within 20%.

It becomes immediately clear that, to increase the maximum surface field / /m a x , the
number and size of the surface defects have to be reduced, and, on the other hand, sc metal of
increased thermal conductivity must be made available ('thermal stabilization' of defects). It
was found [25] that the thermal conductivity of niobium is most severely affected by interstitial
impurities such as oxygen, nitrogen and carbon. These impurities could be considerably
reduced by repeated furnace treatments and/or solid-state gettering by wrapping a foil of metal
with a large affinity to these impurities around the cavity in a furnace at 120G-1400 °C. Yttrium
and titanium were used as getter material [28,29].

Another way has been chosen which is to coat high-thermal-conductivity material such as
OFHC copper with a thin sc film of lead [28] or niobium [3] of ~ 1-2 pm, which is thick
enough by far to carry the supercurrent. As an example, LEP-type cavities sputter-coated with
niobium exhibit maximum accelerating fields and Q values comparable with niobium sheet metal
or even better. Although occasional problems occur due to poor adhesion of the niobium film
to the copper substrate at contamination at the copper/niobium interface, these cavities are not
limited by a thermal breakdown. In addition, they show almost no extra RF loss due to trapped
magnetic flux up to at least more than twice the Earth's magnetic field, significantly alleviating
the task of obtaining a low residual surface resistance.

6.3 Electron field emission

Since the thermal stabilization of defects has been achieved, thermal breakdown of sc
cavities has become less frequent, so the maximum fields obtained are significantly increased.
Other breakdown phenomena, typical of higher electric fields, such as electron emission,
become more important.

Field emission of electrons from metallic surfaces is determined by the work function
and, according to the Fowler-Nordheim law, should occur only at very large electric fields
(~ GV/m). However, from temperature mapping (cf. Section 6.1) of sc cavities it became clear
that field emission originates from isolated sites at surface fields which are lower by a factor / 3 ,
that is around 10 MV/m (Fig. 15 [21, 29, 30]). The fit parameter /3 is called the 'field
enhancement factor' and amounts to the order of several hundred. The physical explanation for
this phenomenological factor is not understood. DC field emission experiments have shown
that small (< 1 jxm) isolated sites on niobium surfaces emit electrons [31]. There is no
evidence to believe that field emission observed in sc RF cavities is of a different nature.

Field emission electron loading in RF cavities can be understood on a statistical
basis [30]. The emitting sites are randomly distributed on the surface of the cavity with an
average spatial density depending on the preparation and treatment. The intrinsic features of the
site (described by their /J-value) are also statistically distributed: large /3-values are less
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probable than small ones. Large /J-values mean that electron emission will start at low surface
electric fields. To find an emitter with a large /J-value is more probable in a cavity with a large
surface (low frequency) than in a cavity with a smaller one (high frequency). Hence it is more
difficult to obtain large surface electric fields in a low-frequency cavity.

In accordance with the preceding ideas very large surface electric fields (145 MV/m) have
been obtained in a niobium cavity in which the electric fields were concentrated into a small
area [32]. This observation indicates a lower limit for the maximum electric surface field which
could be obtained in a perfect niobium cavity.

Considerable progress in reducing the density of emission sites has been made in recent
years by heat treatment of cavities above 1400°C [31], by operating the cavity in pulsed mode
with very high RF power [33], and by improving the rinsing methods (rinsing under high
pressure) [34].
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7 . MATERIALS OTHER THAN NIOBIUM

It is evident that superconductors with a larger pairing energy A (higher 7c), should allow
a smaller surface resistance at the same temperature, provided A (Eq. 11) is about the same.
This is the reason why both the conventional and new high-!Tc superconductors such as Nb3Sn
and YBaCuO are also being investigated for RF applications. The surface resistance of
commercially available niobium at 4.2 K is given by

i?sBCS/nQ = 105 (/7GHz)2exp(-18/(77K))/(r/K).

For Nb3Sn-coated cavities (7c = 18.1 K) we have

/?sBCS/nQ = 105 (//GHz)2 exp (-40/(7VK))/(r/K).

For comparison, the surface resistance for copper at room temperature is

= 7.8 (/7Ghz)1/2,

105 times larger than for niobium at 4.2 K and 350 MHz. Consequently, the shunt impedance
is larger by the same factor for sc cavities.

As was already mentioned, materials with a high-enough Cooper pairing energy 2A
would allow a considerable reduction of the BCS surface resistance. According to the BCS
theory, A is related to the critical temperature A = 3.5 kTc. Therefore, superconductors with a
higher critical temperature than niobium are being intensively studied. Among them are the
well-known 'old' high-Jc superconductors, such as the Bl and A15 compounds NbN and
M^Sn. The potential of attaining a low surface resistance in a NbsSn cavity is large, provided
that the residual surface resistance can be made sufficiently low (Fig. 16 [35]). The critical
temperatures are Tc = 17 K for NbN and 18.5 K for Nb3Sn. Since their discovery in
1986 [36], the "new" high-rc superconductors such as YBa2Cu307_5 (Tc = 93 K) [37] have
also been studied for RF applications.

Thin coatings of these materials on RF cavities are produced either by thermal diffusion
out of the vapour phase (Nb3Sn, NbN), by sputter deposition (NbN, NbTiN), by evaporation
(NbN), or by electrophoretical deposition in a high-static magnetic field from an organic
suspension of powdery sc material and sintering (YBa2Cu3O7-§) [38]. The best results on RF
cavities (made completely from high-rc materials) are shown in Table 3.

Table 3
Accelerating cavity results for 'old' and 'new' high-Tc superconductors

Material/
Substrate

Nb3Sn/Nb

NbN/Nb
NbTiN/Cu
YBa2Cu3O7.5

Fabrication
method <a>

DF
DF
DF
SpF
SiB

Frequency
[GHz]

3.0
0.5
4.5
0.5
7.0

#BCS
rnni
-16.0
-0.5
-500
9.0

42 x 106

fn£il
94.0
11.0
690
18.0

1.8 x 106

T
i [K]

4.2
4.2
4.2
4.2
77

^amax
rMV/ml

9.9
4.9
2.3
5.4
-

Ref.

39
40
41
42
43

(a) D = diffusion, Sp = sputtering, Si = sintering of bulk material, F = film and B = bulk.
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Fig. 16 The surface resistance of niobium in comparison with the A15 superconductor Nb3S

8 . TECHNOLOGICAL ACHIEVEMENTS FOR ACCELERATING CAVITIES

What matters in the end, from the standpoint of the accelerator builder at least, are the
characteristics of the accelerating structure in the accelerator itself. It is here where the
achievements of the technology of RF superconductivity should pay off and have to be
assessed. Table 4 gives the performance of RF structures being permanently operated in
electron accelerators.

In several laboratories accelerating gradients between 5 and 10 MV/m were obtained in
structures of 1 m length and more. There is increasing evidence that structures, after being
installed in the accelerator, do not degrade. At CERN, a LEP cavity has been operated in the
SPS for more than 10000 h without any irreversible degradation. However, examples
demonstrating the opposite can also be given, after the structures have been tested in the
laboratory, equipped with additional components and moved to the accelerator.

The TRISTAN e+e" storage ring at KEK has been operated for several years with 32
500-MHz cavities to increase the energy of its beams of 10 mA each. The largest system of sc
cavities actually in operation is at CEBAF, with 338 five-cell 1500-MHz cavities delivering
800 MV RF voltage.

The working principle of acceleration of electron beams with sc cavities has been
demonstrated: in several laboratories the installation of larger numbers is envisaged. DESY has
installed 16 cavities in HERA, and CERN will upgrade LEP to be able to create W+W- pairs in
1996 with 192 sc cavities, to complement the existing copper cavities. The first four modules
(consisting of four four-cell cavities each) are installed and commissioned (Fig. 17).
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Table 5

RF superconductivity based accelerators or accelerators with sc cavities permanently installed

Laboratory

HEPL

University of Illinois (MUSL-2)

CERN (SPS)
Darmstadt (S-DALINAC)
KEK (TRISTAN)
CERN (LEP)
DESY (HERA)
CEBAF

Year of first
operation

1977

1977

1988
1989
1989
1990
1991
1994

Frequency
[GHz]

1.3

1.3

0.35
3.0
0.5
0.35
0.5
1.5

Total
obtained
voltage
fMVl

50

13

16
80
200
75
76
800

Max. obtained
gradient
[MV/m]

2.2 («)

2.3<a)
7.1
10.1
>9.0

5
4
8

Refs.

46
47

48
49
50
51
52
53

(a) Structure design not multipactor-free

Fig. 17 Typical Q vs. £ a curves of individual four-cell cavities for LEP in horizontal test after
assembly into a module (no couplers). The straight line gives the required performance.

9 . CONCLUSION AND OUTLOOK

The big advance of the last decade in RF superconductivity for electron accelerators was
the mastering of industrial fabrication and the putting into operation of larger numbers of
structures with gradients between 5 and 10 MV/m and for beam currents up to 30 raA. Existing
and new accelerators are already based completely, or to a large extent, on this technology. For
the future, one technological incentive is the application of RF sc structures for high-current
accelerators (particle "factories" [52]), and another is its application for high gradient
accelerators and TeV linear colliders [53], for example, the TESLA project (Fig. 18). For
CERN's CLIC project, a big fraction of the accelerator complex is based on sc RF
technology [54]. Superconducting RF technology is still far from its theoretically possible
limits, in particular after the discovery of high-!Tc superconductors some years ago, leaving
room for considerable improvement of performance in the future.
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MATERIALS FOR SUPERCONDUCTING CAVITIES

B. Bonin
Commissariat a l'Energie Atomique, DSM/DAPNIA, France

Abstract
Hie ideal material for superconducting cavities should exhibit a high
critical temperature, a high critical field, and, above all, a low surface
resistance. Unfortunately, these requirements can be conflicting and a
compromise has to be found. To date, most superconducting cavities
for accelerators are made of niobium. We shall discuss here the
reasons for this choice. Thin films of other materials, such as NbN,
NbsSn, or even YBCO compounds can also be envisaged and are
presently investigated in various laboratories. We show here that their
success will depend critically on the crystalline perfection of these
films.

1 . INTRODUCTION

The advantages of superconducting cavities over normal conducting cavities are well
known. These advantages can be exploited in many different ways since they permit
continuous operation of the accelerator, improve the energetic conversion to the beam, relax the
constraints on cavity design and minimize the cavity impedance seen by the beam. According
to the accelerator characteristics, eg . duty cycle, intensity, beam dynamics properties, a
different priority is given to each of these advantages. Nevertheless, it should be remembered
that all ihe advantages of superconducting cavities stern from one single property of the
superconducting material, namely its very low surface resistance. We shall discuss first the
requirements imposed on the superconductor by this criterion of minimal surface resistance.

2 . CRITERIA OF CHOICE DERIVED FROM THE SURFACE RESISTANCE

The power dissipation per unit area of a superconductor in RF regime is related to the
surface resistance of the material Rs via:

P = -.RS.H
2, (1)

where H is the RF magnetic field amplitude. A well known expression for the surface
resistance of a superconductor can be derived from the two-fluid model [1]:

where A and B are two constants which depend only weakly on the material, co is the RF
pulsation, on the normal state conductivity of the material, Xix& effective penetration depth, and
Tc the superconductor critical temperature. The first term, improperly called /?BCS, corresponds
to the dissipation due to normal electrons, and the second, ^residual, is associated with
imperfections in the superconductor structure and behavior.

In many practical cases, the BCS term takes a non negligible fraction of the total surface
resistance. As can be seen from Eq. (2), RBCS depends strongly on the superconductor
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penetration depth and critical temperature. It is thus crucial to maximize Tc (requirement 1) and
to minimize X (requirement 2).

In Eq. (2), the penetration depth A is an effective value, related to the London

superconductor penetration depth AL by A = A,L-Jp , where £o and % are the coherence lengths

in the pure and real material respectively. In the real material, the coherence length is given by

where / is the electron mean free path. Two extreme cases can then be envisaged:

For clean superconductors, i.e. those with a large electron mean free path, / » £0, thus

t, ~ £0, and Eq. (2) gives ^BCS* ** I- F° r v e i 7 clean material, Eq. (2) is no longer valid,
and more sophisticated calculations based on BCS theory [2] predict a roughly constant
surface resistance, independent of /, and thus, of the material purity.

For dirty superconductors, i.e. those with a small electron mean free path, / « £0, thus

£ = /, hence /Jjjcf1 oc^~1/2- The surface resistance thus diverges for very dirty
superconductors (Fig. 1).

Between the clean and dirty limits, /?BCS takes a minimum value when the electron mean
free path becomes comparable to the coherence length.

Pure metals and pure intermetallic compounds with a well defined stoechiometric
composition, like NbsSn, are usually clean superconductors, except if they have many
crystalline defects; on the other hand, alloys enter the category of dirty superconductors, due to
their very small electron mean free path. Consequently, they display large BCS surface
resistance. For the same reason, i.e. a small electron mean free path, alloys also have a poor
thermal conductivity at cryogenic temperatures, thus hampering the thermal stability of a cavity.
For these two reasons, alloys are not suitable materials for superconducting cavities.

2.00*06

0.00e+00

BCS Surface rsistance vs e'mean free path

100 1000 10000
•"mean frw path (Angstrom)

100000

Fig. 1 The BCS surface resistance of niobium at 1.5 GHz and 4.2 K, as a function of
the electron mean free path.
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Usually, the optimum working conditions of the superconducting cavity are met when
#BCS -^residual- & i s therefore very important to minimize this last term. Many causes
contribute to the residual surface resistance [3]. Some of these are extrinsic (trapped flux), and
can be avoided. Some causes are intrinsic and are due to structural imperfections of the
material, like inhomogeneities, grain boundaries or surface serration. The superconducting
wave function or order parameter is sensitive to defects larger or of the same size as the
coherence length £ [4]. Materials with a large £-value will thus "forgive" large defects without
an appreciable increase of the residual surface resistance. This is clearly a desirable feature for
cavity applications where square meters of superconducting surface are exposed to the RF field,
and are presumably difficult to prepare completely "defect-free".

Putting requirements 2 (small penetration depth) and 3 (large coherence length) together,
we get the description of a type I superconductor. These are universally known as low Tc
superconductors, and this is clearly in contradiction with requirement 1. The BCS theory [2]
gives a relationship between the coherence length and the critical temperature:

fa Vc

$0=0.18-™-, where vp is the Fermi velocity. The inverse relationship between the

coherence length and the critical temperature indicates that the contradiction between
requirements 1 and 3 is very deep indeed. Therefore, the ideal superconductor for RF
applications does not exist, and subsequent choices clearly result from a compromise.

Lead, as an archetype of a type I superconductor, has been used for low frequency
cavities, and has yielded a very low residual surface resistance. It is cheap, and easily available
in a pure form. Unfortunately, at frequencies higher than a few hundred MHz, the BCS surface
resistance becomes prohibitive, due to the low critical temperature of this material. Moreover, it
has poor mechanical characteristics and oxidizes easily, with a subsequent degradation of the
properties of the superconducting surface. For these reasons, lead tends to be progressively
replaced by niobium, and is now confined to low frequency applications.

Type II superconductors can have a large Tc and a reasonably small penetration depth, so
that their BCS surface resistance can be small, even at rather high cryogenic temperature. But
their coherence length £ is small, so type II superconductors tend to display rather high residual
surface resistance, unless they are prepared "defect-free" (Fig. 2). Table 1 summarizes the
characteristics of various superconductors.

10"

1 0 * •

10' -

10"

Fig. 2 The surface resistance vs temperature for a few typical superconductors at 1.5 GHz. In
this diagram, the full lines show the BCS contribution, and the hatched areas represent the

total surface resistance for "state-of-the-art" materials.
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Table 1
Characteristics of various superconductors

Material

Pb

TYPEI T

TYPE II i

Nb

NbQ.gTio.4 '',

NbN ;

Nb3Sn

YBOO

Te (K)

7.2

i

9.2

9.8

15-17

18

94

A (mm)

39

32-44

250-329

200-350

110-170

140

4b (nm)

13-92

m-m
4

3-5

3-6

0.2-1.5

3 . CRITICAL FIELD

High magnetic fields are present in accelerating cavities. In many cases, the amplitude of
the RF magnetic fields approaches Ae order of magnitude of the semiconductor critical fields.
A superconducting material with a high critical field is feus desirable for RF applications
(requirement 4). Since the siacleatiom ©me of a vortex is usually large compared with the RF
period, the relevant critical field of an RF SBperooadacJor is mot ihe asual critical fields Hc\ or
HC2, but is believed to be «be su.perfeeati.ng field H^ {5]. H%^ is related to the thermodynaimc
critical field H& via:

It should be noted that for type II srapermnduetors, H^ can be sigmifkaaiiy larger than Hc\.

Theoretical arguiioents ia iavor of iie feypoifeesis Aat
supported by She fact £hat experimentally,
broken [6]. Table 2 gives the thermodynanic field, su
RF field for various superconductors.

imitiag RF field is H^ ate
but never

field and maximum attained

4 . NIOBIUM

In view of die above criteria, Nb appears as a serious eaaididate for superconducting
cavities. It has rite highest Tc and H& of all pure metals- Beii^ a soft type H saperconductor,
it occupies a position of compromise between the four requirements mentioned above.

Niobium fecsmgeseify and purity are important issues for RF applications because k
determines the theima! stabflity of the cavity. It was quicldy leaMzed that a frequent gradient
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limitation in superconducting cavities is due to thermal instabilities triggered by microscopic hot
spots, for example normal conducting inclusions. This led researchers to investigate in detail
the thermal behavior of niobium cavities, in; relation to the material characteristics [7].

Table 2
Thermodynamic, superheating and maximum obtained RF field of some superconductors

Material

Pb

Nb

Nt^Sn

YBCO

HtoXA/m)

6.4 104

1.6 105

2.5 lO5

=6 105-106

/^h(A/m)

8.4 104

1.9 105

3.2 UP

«6 105-8 105

/?RF max (A/m)

6.4 104

1.6 105

8.0 104

8.0 104

Ni@tsiuiss f o rma l conductivity
Two parameters are relevant- for the description of the thermal behavior of the cavity,

namely the niobium thermal conductivity and the Kapitza resistance at the niobium-helium
interface. In the case of a hot spot, most of the thermal gradient is located in the niobium sheet,
and the theuBSi properties of the interface play a minor role [7]. For a. good thermal stability, a
niobium cavity mast thus be made from a material with high thermal conductivity. At cryogenic
temperatures, the; mainheat carriers in niobium are electrons, and their mean free path is limited
primarily by eoHsious with imparity atoms [8J.

The electron mean- free path is usually given in terms of a quantity (residual resistivity
ratio), defined as:

where PSQUI: is te room temperature resistivity (this- fens is constant, P300K =

1.45 10'7 O"1. trf1} and po& the normal state resistivity of niobimffi at zero temperatuie.

The approximate relationship giving the electron means free path; in niobium as a function
ofRRRis:

l(T = 0K)( Angstrom) - 27.REIR.

The thermal conductivity ©£ niobium (Fig. 3) has been measured as a function of purily
and1 past metalucgieal history. A useful mle of tfeiamfe is:

k(T=4.2K)(W.m-1.K-1) » RRR / 4.

Wtiik ssaal values of RRR (a few hundreds), this relationship gives a thermal conductivity
significantly smaller for niobium than for OFHC copper.

M the superconducting state, paired electrons in niobium decouple from the lattice and no
longer participate in heat conduction. Heat is then carried by the small fraction of unpaired
electrons. The poor thermal conductivity of niobium is thus intrinsically due to its
superconducting nature. A Nb layer of I Jim thickness would be sufficient for superconducting



196

10000

1000 •
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Fig. 3 The thermal conductivity of niobium as a function of temperature, for various
RRR values.

cavities. Expensive as it is, the rest of the material serves merely as a substrate, despite its poor
mechanical and thermal properties!

The above arguments show how important it is to make superconducting cavities with
very pure material. One of the most significant advances in cavity performance is due to a
recent effort from niobium suppliers to produce niobium of improved purity.

Niobium production
Niobium production from the ore to the raw ingot involves a complicated path, with

chemical treatments and high temperature steps, which have been described in [9]. The purified
ingot is then rolled into sheet form. Recrystallization annealings are usually performed by the
supplier, between the rolling steps or before the sheet delivery, in order to warrant a uniform
and well controlled grain size (typically 50 urn, for good sheet deformation capabilities). The
cavity can then be formed.

The main impurities which contribute to the RRR degradation are C, N and O [9]. For
state-of-the-art material (RRR 300), these are present at a concentration of about 100 at. ppm;
Tantalum is also present in large amounts (1000 at. ppm). This element is difficult to separate
from niobium because both have very similar chemical properties.

Niobium purity is improved by electron beam melting (2400 °C) in high vacuum. Light
impurities (C, N, O, H) are vaporized during the process; four to six passes are generally
considered to be necessary to reach a RRR level of the order of 300 [9].

Niobium post-purification
Post-purification of niobium can be achieved by a heat treatment associated with solid

state gettering [10]. The material, either in sheet or in finished cavity form, is heated under high
vacuum at temperatures ranging between 1000 °C and 1400 °C. This temperature is sufficient to
permit diffusion of interstitial impurities C, N, O in the bulk material. The material is thus
homogenized, thanks to the dissolution of the inclusions. At the same time, a liner of titanium
placed close to the material to be purified sublimates. Its vapor deposits at die niobium surface
and acts as a getter for the interstitial impurities which diffuse here. After a few hours of heat
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treatment, the bulk niobium is purified to a large extent. This technique is now capable of
improving the niobium RRR by a factor of 10 (from 30 to 300 for "reactor grade" material, and
from 200 to 2000 for "state-of-the-art" material). Niobium thermal conductivity can be
considerably improved by this treatment, with a subsequent improvement of the cavity quench
threshold. In spite of its drawbacks (cost, severe degradation of its mechanical properties),
niobium post-purification is presently an interesting route to very high cavity performance.

5 . THIN FILMS

Superconducting cavities internally coated with a thin superconducting film can also be
envisaged. For a complete screening of the RF field by the superconductor, a minimum
thickness of 10 times the penetration depth A should be deposited. This corresponds to a
thickness ranging between 0.5 and 2 ^m and can be achieved by many deposition techniques.
Considerable advantages can be expected from such "thin film" cavities:

a cheap substrate can be used, with a subsequent cavity cost saving;

a good heat conductor can be chosen for the substrate, giving a good cavity thermal
stability.
These two criteria can be met by using copper as the substrate.

materials unavailable in bulk form can be deposited in thin films, with potentially
interesting superconducting properties.

Nb/Cu thin films
A number of superconducting materials have been investigated for RF applications. So

far, the most successful is niobium, sputter-deposited on a copper substrate. The deposition
method, pioneered at CERN [11], is DC magnetron sputtering. Here, the copper cavity plays
the combined roles of substrate and vacuum vessel, and the niobium target (cathode) is
introduced at the centre of the vessel. The method is well suited to large cavities, working at
low frequency, and at 4.2 K. In this case, it provides an appreciable cost saving in supply
material. In addition, the RRR of the deposited material is around 30, close to the optimum
value which minimizes the BCS contribution to the surface resistance. The archetype of this
kind of application is LEP2 cavities. After a difficult start, this technology has now been
transferred to industry, which provides cavities meeting the LEP2 specifications with a good
success rate.

Nb(Ti)N thin films
Deposition of niobium-nitride films has also been attempted in various laboratories[12].

Here, the hope is to exploit the high critical temperature of this intermetallic compound (17 K)
to lower the BCS contribution to the surface resistance, and to permit cavity operation at
temperatures higher than 2 K (the goal is 4.2 K). The deposition method used so far is reactive
sputtering, with a pure metallic target of Nb or NbTi alloy, and introduction of nitrogen in the
sputtering gas.

So far, full success cannot be claimed. However, encouraging results have been obtained
on samples, with low surface resistance at low field levels (400 mQ at 4 GHz), and a BCS
contribution much lower than for niobium (three times less at 4.2 K). Nitride accelerating
cavities with competitive characteristics have not yet been produced.

Nb3Sn layers

Thin films of NbsSn have had more success (accelerating gradients as high as 15 MV/m,
cavity Q-value higher than 1010 at low fields) [13], but the fabrication method (start from a pure
niobium cavity, evaporate tin on its surface, and heat up until NbsSn is formed to a few |im
thickness) is probably expensive and does not lend itself to an easy industrialization. It might
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be interesting, however, in cases where cost is not a very important criterion, or to upgrade the
performance of existing cavities.

YBCO
Theoretically, very low surface resistance could be expected from high Tc

superconductors like YBCO. So far, the experimental results fall short of these expectations
[14]. Sintered ceramics display a very large residual resistance. Moreover, /?res increases
dramatically with increasing RF field. Thick coatings prepared by laser ablation, sputtering or
other deposition techniques also display more or less the same behavior, whose cause can be
found in the granular nature of the material. Epitaxially grown thin films have much smaller
surface resistance, and their surface resistance is independent of the amplitude of the RF field.
Their superconducting characteristics could make them attractive for accelerator applications.
Unfortunately, they require a rnonocrystalline substrate, and so far have only been produced on
flat samples of very restricted area.

Granular superconductivity
Most of the high Tc superconductor films and all the sputtered films have in common a very
unfortunate feature: they display an increase of surface resistance with increasing RF field.
This behavior limits severely the accelerating gradient obtainable from "thin film" or "high 7C "
cavities. The disease seems to be worse for materials with higher Tc, or, more precisely, with
smaller coherence length. The cause of this misfortune can be traced back to the granular nature
of this kind of superconducting materials. The RF dissipation of granular superconductors has
been investigated by many authors [15]. Here, the superconductor is modelled as an array of
superconducting grains separated by weak links which, in the present case, can be structure
defects like grain boundaries. The granularity is more pronounced if the grains are smaller, the
boundaries more resistive or the coherence length smaller. If the current induced by the RF
field through the weak link stays below its critical current, the weak link behaves as a resistively
shunted inductance; in the opposite case, the weak link can be modelled as a pure resistor and
the power dissipation of the array rises abruptly. These models provide guidelines to produce
better, less granular superconducting films. They indicate that a weak link is a defect as large or
larger than the coherence length. Since £o is small for high Tc materials, the challenge is to
make perfect films, with a minimum number of structure defects.

6 . CONCLUSION

In view of the arguments discussed above, one can understand why superconductors for
magnet applications and superconductors for cavities are so different. The only requirement
they have in common is a high critical temperature. Whereas superconductors for magnets need
a high HC2, and thus a small coherence length, materials for cavities need a low surface
resistance and a large superheating field //Sh- In order to ensure an effective flux pinning, the
former needs to be a dirty superconductor, the latter a clean one. Table 3 summarizes the
requirements put on superconducting materials for RF and DC applications.

Overall, niobium seems to be an excellent compromise between the conflicting
requirements imposed on a superconductor suitable for RF cavities, and its supremacy will
probably last for a long time. In view of their superior critical fields and temperatures,
compounds like NbN, Nb^Sn or even YBCO are attractive substitutes to niobium, but it will be
necessary to produce them in a very pure and perfect way in order to avoid problems related to
the low coherence length of these materials.
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Table 3
Main requirements of SC materials for RF and DC applications

Regime

DC

RF

large large

large - - small

Primary requirements

high

high

<*.
depends
on T/Tc)

small

(pinning is
needed)

large

(to give
little
sensitivity
to structure
defects)

A
large

(bulk
current

small

Consequences

Material

NbTi
Nb3Sn

Nb

Nb(Ti)N

Nb3Sn?

YBCO?

1|C * * * *
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QUEST FOR HIGH GRADIENTS

D. Proch
Deutsches Elektronen-Synchrotron DESY, Hamburg, Germany

Abstract
In this chapter the method of reaching high accelerating gradients in
superconducting cavities is presented. In the first part fundamentals of
cavity design and measurement techniques are described. In the main
part field limitation by multipacting, quench and field emission are
discussed. Finally the state of the art and recent measurements with
single and multicell structures are outlined.

1 . INTRODUCTION
There is an increasing number of accelerator projects with superconducting cavities as

accelerating structures: storage rings (CERN [1], DESY [2], KEK [3], see Fig. 1), linacs for
electrons or positrons (Frascati [4], CEBAF [5], HEPL [6], Darmstadt [7]), linacs for heavy
ions (Argonne [8], Legnaro [9], Jaeri [10]), development programmes for high current
application (Cornell [11], KEK [12]) and for a superconducting linear collider (TESLA [13]).
The advantage of superconducting over normal conducting cavities is that accelerating gradients
can be established with less AC power (including the cryogenic plant) and that higher gradients
are possible for continuos wave operation. Another advantage of the low power demand is that
the cavity geometry does not need to be strictly optimised for minimum power demand.
Therefore a shape of the cavity can be chosen which produces less beam-cavity interaction at
frequencies higher than the accelerating mode (so-called higher order modes, HOM). Operating
systems work at gradients far below die theoretical limit (at less than 20 %) whereas the best
values of single-cell measurements come near to this limit. In this chapter I will describe the
quest for high gradients by following the historical development of this research area. Finally
the state of the art is presented. I will not describe fundamentals of superconductivity (see
Schmiiser, this course) and basics of RF superconductivity (see Weingarten, this course). I
will also concentrate on solid niobium as the cavity material and on those structures which have
a phase velocity near, or equal to, the speed of light.

2 . SOME CAVITY PROPERTIES
Figure 2 shows the typical shape of a superconducting accelerating structure. The

rounded shape is chosen to suppress multipacting (see next sections). The electromagnetic
fields inside the cavity are determined by the conditions of Maxwell's equation. For a simple
cavity shape (pill box, cylinder) the analytic solution is given in standard text books (for
example in [14]). More complex structures can be analysed by finite element programmes, for
example URMEL [15] or in 3D by MAFIA [16]). The electric field lines inside the resonator
are closed by surface currents in the uppermost metal boundary. The ratio of the accelerating
electric field on the axis, the surface current in the metal and the magnetic field at the surface is
determined by the cavity shape (and not by the conductivity!). In Fig. 3 typical numbers for the
maximum surface electric field (at the iris) and the maximum magnetic field (at the equator) are
given for an accelerating field of 1 MV/m. These numbers can be optimised by appropriate
shaping of the cavity. The RF loss is proportional to the square of the surface current and
inverse proportional to the conductivity. In case of a normal conducting cavity the favourite
material is Cu and its conductivity is given. Therefore careful shaping of the cavity is needed to
reduce the RF losses.
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Fig. 1 Examples of superconducting cavity installations. Top left: 500-MHz DESY module
with two 4-cell cavities per cryostat, top right: 356-MHz CERN module with four 4-cell
cavities per cryostat, bottom: 500-MHz installation at KEK in the TRISTAN tunnel.

Fig. 2 Nine-cell 1.3-GHz cavities for TESLA. The rounded shape of a typical
superconducting cavity design is chosen to suppress multipacting.
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Fig. 3 Cross section of a typical superconducting cavity design. The number for maximum
surface electric and magnetic field is given for 1 MV/m accelerating gradient.

For a superconducting cavity the resistivity is enhanced by several orders of magnitude as
compared to Cu and is very small (but not zero as for dc current, see Weingarten's chapter).
Therefore the shape of a superconducting cavity is optimised for other properties: low
excitation of higher frequencies by the beam, low surface magnetic field to enlarge the limit by
superconducting- to normal-conducting phase transition, low surface electric field to suppress
field emission or appropriate shape to avoid multipacting.

The efficiency of a cavity to produce an accelerating field at a given RF power is defined
by the shunt impedance R. This is equivalent to Ohm's law where the resistance is the
proportionality factor between the square of the voltage and the loss. Therefore Eq. (1) is called
the "Ohm's law for the accelerator":

U2=RP (1)

where:
U is the accelerating voltage per cavity,
R is the shunt impedance per cavity,
P is the RF power loss per cavity.

At a given power loss P the accelerating voltage can be enlarged by better shaping of the
cavity and by using lower-loss wall material. Therefore it is plausible that the shunt impedance
can be divided into two factors: R/Q which only depends on the cavity shape and Q which
mainly depends on the conductivity of the cavity wall.

R = £.Q (2)

where:
R/Q is the "cavity shape factor",
Q is the quality factor of the cavity resonator.

Thus Eq. (1) becomes

U2=~QP (3)

The R/Q value can be calculated by several cavity codes or can be measured in comparison
with a simple cavity which can be evaluated analytically. Superconducting cavities have a
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typical value of R/Q = 100 Cl per cell. As mentioned above, with normal conducting cavities
the shunt impedance and thus the R/Q value must be optimised to reduce the RF power. Here
typical values of R/Q are around 200 Q per cell.

The quality factor Q is proportional to the ratio of the stored energy and the power loss

Q = co-j (4)

where:
to= 2nf, angular frequency,
W is the stored energy,
P is the RF power loss.

Typical values for Q are 40000 for copper cavities at 500 MHz and 1010 for niobium
cavities at 1.3 GHz, 1.8 K. With these numbers, one can easily calculate (one cell has a length
of 0.5 wavelength) that the RF power loss per metre at 1 MV/m is 37.5 kW for normal
conducting and 0.1 W for superconducting cavities. As a rule of thumb the AC power demand
of a refrigerator is 1 kW for 1 W cooling power at 1.8 K. Therefore the total power demand
for a superconducting cavity is 100 W at this gradient.

2 .1 How to measure the accelerating gradient of a superconducting cavity
The accelerating gradient can be measured according to Eq. (3) by knowledge of the

geometric factor R/Q and measurement of the quality factor Q and the RF power loss P. The
R/Q value can be obtained from programmes like URMEL [15], the power loss P is determined
by microwave measurements of the cavity absorbed power. The quality factor Q can be
measured by the bandwidth of the resonator according to Eq. (5).

where:
Q is the quality factor,
/ is the resonant frequency,
A/ is the bandwidth (full width, half power).

The resonant bandwidth of a superconducting cavity is very small. At a frequency of
1.3 GHz and quality factor of 1010, the bandwidth is just 0.13 Hz and in order to measure the
bandwidth, the generator has to be more stable than this. On the other hand the
superconducting resonator will vibrate due to noise coming from the cryogenics or the
surrounding environment. Therefore the resonance curve itself will move and a fixed, highly-
stable oscillator will be unable to excite the resonance. This is why the generator has to be
stabilised by the cavity itself (another way is to close a self-excited loop of an amplifier and
cavity circuit). Figure 4 shows a resonance curve and the change of the phase of the cavity field
when passing through the resonance. This phase information can be used to lock the generator
frequency on the centre of the resonance curve. Figure 5 shows the principal microwave circuit
of such a stabilisation technique. The phase difference of the forward RF power and the cavity
field is measured. The variable phase shifter is adjusted in such a way that the signal is zero at
the centre of the resonance curve. Above (below) this frequency, the phase difference is
positive (negative). This phase difference signal is converted to an error voltage and finally
controls the generator frequency via a frequency tuning circuit.



205

•stored energy--——phase

Data 1
J I I A - . J i I

Fig. 4 Amplitude and phase response of a resonator.

generator
directional
coupler cavity

frequency
control phase

difference
phase
shifter

Fig. 5 Principal circuit of a frequency stabilisation system. The phase response of the
resonator is used to stabilise the generator to the centre frequency of the resonator.

The quality factor can be determined by measuring the bandwidth according to Eq. (5).
But at high Q values this is an inconvenient method. Here it is easier to measure the decay time
of the cavity field after switching off the resonator.

U(t) = (6)

where:
U(t) is the cavity field after switching off the generator,
t is the time since switching off the resonator,
£/„ is the cavity field at equilibrium condition,
T is the time constant of the exponential decay of the cavity field.

The quality factor Q is given by:

1
2

(7)

In Eq. (7) the time constant is r/2 because the quality factor Q is related to the stored energy
(which is proportional to the square of the cavity field).

With the above example (Q = 1010, / = 1.3 GHz) the decay time constant is 2.4 sec and
can be measured easily. The drive power is switched by the p-i-n modulator in Fig. 5.
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The accelerating voltage U now can be calculated with Eq. (3) and (6) because R/Q, Q
and P are known. The on-time of the pulsed RF power has to be long enough for complete
filling of the cavity.

-e T) (8)

where:

U(t) is the time dependent filling of the cavity field,
t is the time since switching on the resonator
U is the value of the cavity field after complete filling.

Figure 6 shows the microwave signals of a measurement set up for superconducting
cavities according to the arrangement of Fig. 5. In this example, the RF drive is switched on
for 20 sec. The cavity voltage increases (Eq. (8)) and for 10 sec a flat top of U is reached.
After switching off the generator, the cavity field decays (Eq. (6)) and the decay constant is
measured to determine the quality factor.
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Fig. 6 Oscilloscope trace of the cavity voltage for a pulsed generator power. The example is
given for the following parameters: / 0 = 1.3 GHz, Qo = 1010, generator power is 70 W,
9-cell cavity with /?/Q-value of 1000 Q (TESLA case).

3 . FIELD LIMITATION BY MULTIPACTING
The first superconducting cavities were made from lead (in the late sixties). Then niobium

was chosen as material because of its superior properties (Tc = 9.25 K, Bc = 190 mT as
compared to Tc = 7.2 K and Hc = 804 G for lead). Figure 7 shows a cross section of such
an early Nb resonator. The two cups were machined from a solid Nb cylinder and welded at the
equator. This fabrication technique as well as the shape (long cylindrical part at the equator,
sharp corner at the transition to the iris) is typical for the design of normal conducting
resonators. The cavity was measured in the pulse mode technique with the frequency
stabilisation circuit as described before. The measurements, however, showed dramatic
deviations as compared to the expected curve (see Fig. 8). The cavity started filling, but at a
certain field value, no further increase could be gained. The excessive forward RF power was
absorbed by the cavity without any increase of the field level. The transition at the limiting field
was sharp. Sometimes a low level barrier could be overcome, but the same limiting
phenomenon started at a somewhat higher field level again.
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Fig. 7 Cross section of an early superconducting resonator. A cylindrical part at the large
diameter and a sharp corner at the transition to the iris region is typical for this design.
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Fig. 8 Oscilloscope trace of the cavity field. The multipacting phenomenon (see text) limits the
cavity field with a sharp transition at low field levels.

The analysis of the experimental observation concluded that at a certain field level all
additional RF power was absorbed by an unknown mechanism. This kind of resonant
absorption suggested that multiple electron impacting, so-called "multipacting" might be
involved in the limiting mechanism. An electron avalanche is initiated by the multipacting effect
at certain resonant conditions of the electromagnetic field. The multipacting current withdraws
energy from the electromagnetic field. The magnitude of the multipacting current is stabilised to
such a value that the cavity field is limited at the critical value.

A simple example of multipacting happens in the electric field between parallel plates (see
Fig. 9). A first electron is accelerated by the electric field and crosses the gap to the other plate
during one half RF cycle. If the time of flight is N • 772; N = 1, 3, 5 ...: T = period time; the
electron could cross the gap backwards again (resonant conditions). If the impact energy is in
the range between 50 eV and 500 eV (depending somewhat on the type of metal and surface
condition), more than one primary electron will be created (see Fig. 10). Thus an electron
avalanche will grow and absorb any RF power which exceeds the necessary value to establish
the field value at the resonant condition.
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Fig. 9 Paxallel-plate geometry as example
of two-side multipacting in a time dependent
electric field

Fig. 10 Production rate (delta) of
secondary electrons after impacting a metal
surface by one primary electron (=
secondary yield) as function of the impact
energy

There was the suspicion that such a two-point multipacting between both end plates of the
resonator might be the reason for the observed limitation. The counter argument is that the
magnetic field component of the resonator field (azimutal field around the axis of rotation) will
bend the electrons to the outer wall and prevent a closed orbit

Experiments were undertaken to find the location of enhanced losses. Temperature
sensors were placed at the outer cavity wall. The temperature sensors were specially selected
carbon resistors with a high gradient of resistivity vs. temperature at the operating temperature
between 4.1 K and 1.8 K. Heat pulses were detected at the outer cylindrical wall next to the
iris transition. To simulate a possible multipacting resonance, tracking codes were developed.
The trajectory of an electron which was started at the suspicious surface of the cavity area was
calculated under the influence of the electromagnetic field. Resonant electron trajectories were
found. Figure 11 gives an example of these trajectories. The characteristics of this multipacting
are as follows:

Electrons start and return to the same surface ("one-point multipacting").

The resonant trajectories are closed orbits with the shape of a circle (first order,
N=l) of an eight-like shape (second order, N=2), double-eight-like shape (third
order, N=3) and so on.
The closed orbit is created by the bending force of the magnetic field (cyclotron
resonance). Only a small electric field is needed to accelerate the electron away
from the surface.

The trajectory circle is very small compared to the cavity dimensions (only about
1 % or less). Earlier simulations did not find these resonances since the cavity
cross section was scanned with a mesh size in the dangerous area that was too large
to resolve the trajectories.

The most successful remedy against this one-point multipacting was the design of a cavity
shape which avoids the conditions for multipacting: no constant magnetic field along the surface
and strong electric field to eject electrons far away from the dangerous surface. These
conditions are fulfilled by a spherical (or more generally by an elliptical) cross section of the
cavity [17]. Figure 12 shows such a favourable cavity shape. There is no cylindrical part with
constant magnetic and low electric field. There is a zero crossing of the electric field at the
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equator (from conditions of symmetry) and the field strength of the electric field increases
strongly due to the fast transition to the iris geometry. It was observed that another type of
i w S f f ^ 1 5 C r c a ? d a t t h i s Sfoaetry: t w o s i d e trajectories crossing the equatorial plane.
Fortunately these trajectories proved to be unstable so that in the experiment this Imitation could
oe overcome easily.

I V) V

Fig. 11 Trajectories of "one-point" multipacting in resonators with a long cylindrical part at the
large diameter

new design old design

multipactor-free cavity shape

Fig. 12 New cavity shape to suppress multipacting. The spherical (or generally speaking the
elliptical) cross section of the cavity avoids resonant conditions for multipacting The "old"
cavity shape with sharp corners and a cylindrical outer contour is shown in dashed lines This
shape produces multipacting resonances.

4 . FIELD LIMITATION BY QUENCH

After the elimination of multipacting, higher gradients of superconducting cavities were
expected Figure 13 shows that a new type of limitation was observed. The cavity experienced
a regular filling behaviour. At some level, however, the stored energy was absorbed during a
nme period much shorter than the natural filling time constant. The field in the cavity went to
nearly zero Cess than 1 % of the value just before the breakdown) and remained at this
condition for some time although the generator offered forward power continuously After
some time the cavity started filling, reached the critical value and broke down again
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Fig. 13 Typical oscilloscope trace of the cavity field with a breakdown due to a quench

The diagnostic system to detect locations of enhanced losses in a cavity had been further
developed. Instead of installing many fixed temperature sensors to the outer wall of the cavity
(which means assembly effort to place the thermometers in good contact with the cavity surface
and to dismantle all after the test), a system of rotating sensors has been developed. A frame
with about 200 resistors per 1 metre cavity length is installed around the cavity. The
temperature of the sensors and thus the temperature of the outer cavity wall is measured for the
condition of high field and no field in the cavity at one angular position. Then the resistor frame
is rotated (by about 3°) and a new measurement is carried out. In this way a temperature map of
the whole cavity surface is created. This diagnostic tool gives valuable information about the
location, spatial distribution and (if calibrated) about the absolute value of the dissipated power.
Figure 14 gives an example of the mechanical arrangement, Fig. 15 shows a typical temperature
map indicating the presence of one hot spot. After localising, the hot spot cavities were
inspected from the inside to identify the reason of the breakdown. In many cases "defects"
were detected: cracks in a weld, foreign particles sitting on the surface, "drying spots" from the
last water rinsing etc. These findings concluded the following breakdown mechanism (see
Fig. 16):

A normal-conducting particle is sitting at the surface and produces enhanced RF
losses.

The enhanced heat is transferred through the niobium to the outside cooling helium.
Therefore the temperature of the inner niobium surface next to the normal-
conducting defect is raised.

With increasing RF field, the heat production of the normal-conducting spot is
increased and the surface temperature rises further.

At a critical RF field the niobium surface next to the hot spot reaches the transition
temperature of niobium (or strictly speaking: the reduced critical field at the
enhanced temperature is reached).

The niobium underneath the hot spot will switch to normal conductivity and further
increase the heat flux. Finally the normal-conducting area will grow and dissipate
the stored cavity energy in a short time. This breakdown process is named a
"quench".

There are two principal ways to reduce the quench limitation:

1 Any kind of contamination has to be avoided by quality control of the niobium,
extremely careful cleaning of the cavity surface and final handling of the cavity
under best dust-free conditions. Also auxiliary equipment (pumping lines, coupler,
etc.) has to be treated in the same way to avoid contaminating the cavity surface.
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Scratches of the niobium or "loose" niobium particles (welding balls) have to be
avoided, too.

If there are remaining defects on the surface, the other way is to improve the thermal
conductivity of the niobium itself. In this way the temperature increase due to
enhanced heat flux is reduced. Model calculations concluded [18] that the quench
field (due to a normal-conducting spot) increases with the square root of the thermal
conductivity of the niobium. This is valid as long as the Kapitza resistance
(= thermal resistance of the Nb-to-liquid-helium interface) is small compared to the
thermal resistance of the Nb itself.

Quench

Fig. 14 A rotating temperature-mapping
system assembled around a 9-cell 1.0-GHz
niobium cavity. Carbon resistors are used
to detect heat pulses from "bad spots" inside
the cavity.

defect

Fig. 15 Typical temperature map showing a
single heat spot. In this plot the azimuthal
and meridial position of the temperature
sensor is transferred in rectangular x, y
coordinates. The vertical amplitude
corresponds to the measured increase of
temperature.

Nb AT AT
diss. power

thermal conduct

LHe

Fig. 16 Model of a breakdown due to excessive heating by a local defect ("quench").
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Great progress has been made in clean treatment and improved thermal conductivity of the
niobium during the last decade. Nevertheless, more effort is needed to transfer the excellent
performances of single-cell cavities to real accelerating structures with all their auxiliary
equipment (couplers, HOM dampers, tuners, etc.).

5 . LIMITATION BY FIELD EMISSION OF ELECTRONS

If a cavity does not show multipacting or quench behaviour, a third type of phenomena
usually limits the available gradient. Figure 17 demonstrates such a limitation. At first the
cavity follows the expected filling curve. But at higher field levels, the rate of increase of the
electric field slows down. An equilibrium level is reached which is lower than the expected
value. If the generator power is raised further, the cavity field value is only slightly enlarged.
This behaviour can be more clearly analysed if the standard Q vs. cavity voltage diagram is
plotted (see Fig. 18). At low field values, the cavity quality factor stays constant (as expected).
At high fields, the quality factor drops down dramatically for further increased cavity voltage.
Under these conditions, Y-ray activity is noted outside the cryostat. A temperature map shows
the locations of additional heat dissipation (see Fig. 19). Heat is produced along a line. If the
temperature map is orientated like the projection of a globe (the beam axis penetrates the north
and south pole) then the line of loss always follows a meridian.

25
field emission loadinc

time (sec)

Fig. 17 Typical oscilloscope trace of the
cavity field with field emission loading.
The field follows the expected filling curve
up to some critical value. Above this level
the increase of the cavity field is
considerably reduced and an equilibrium
state is reached which is lower than the
calculated value.
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Fig. 18 Measured quality factor of a cavity
versus accelerating gradient. Above 10
MV/m field, emitted current is present and
is accelerated by the RF field. This results
in additional losses so that the quality factor
decreases.

Fig. 19 Temperature map of a cavity loaded by field emission current. Two emitters produce
two lines of additional losses. The lines follow a meridian.
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The explanation of this limitation is that electrons are produced by field emission at the
location of high surface electric fields, i.e. at the area of the iris. Then electrons are accelerated
by the electric fields of the cavity. Because of the rotational symmetry of the cavity, there is no
azimutal electric field compound (in the accelerating mode TMQIO)- Therefore the electron will
hit the cavity surface along a meridian line and produce heat by impact.

Field emission of metal surfaces is a tunnel effect of electrons through the surface barrier.
The extracted current grows exponentially (Fowler-Nordheim, see Bonin's chapter) with the
surface field. That explains why the quality factor of the cavity rapidly decreases (i.e. the
additional losses increase quickly) beyond the onset of field emission.

Field emission studies with DC and RF fields conclude that particles on the surface are the
most likely reason for field emission. Here the microscopic electric field is enhanced by
geometric effects. Although particles could be identified as the source of field emission, the
detailed mechanism of why some emit but many do not is not understood. A detailed
description of RF field emission is given in B. Bonin's chapter.

6 . STATE OF THE ART

6.1 Results of large scale production

Niobium sheets for cavity production can be obtained from industry in high quality. A
thermal conductivity values of 75 W/mK at 4.2 K is a standard quality. Usually the value of
RRR (residual resistance ratio: ratio of electric resistance at room temperature and at 4.2 K in
the normal-conducting state) is quoted because this quantity is easier to be measured. RRR and
thermal conductivity values are related to each other (Wiedemann-Franz law) and the above
value corresponds to RRR = 300. This is an improvement of a factor ten compared to the first
cavities for storage ring application. Progress was made in handling, welding and dust free
assembly of cavities, too.

At CEBAF, 338 Nb cavities (5-cell, 1.5-GHz) were fabricated during 1991-1994 by
industry and chemically treated and assembled by die laboratory. The Nb sheet material has a
RRR value of around 250. This is a large data base of cavity performance and is discussed here
as a representative of the state of the art of superconducting cavity production. The cavities are
assembled in pairs and are measured in a vertical cryostat After this acceptance test, four pairs
are grouped in a (horizontal) cryostat for installation in the accelerator tunnel. The vertical pair
measurements gave the following results:

Figure 20 shows the three typical qualities of performance: limitation by field
emission (here at 10 MV/m) with the typical fast Q degradation by field emission;
limitation by a quench with a nice flat Q vs. Eacc behaviour until quench break down
at 13 MV/m; finally one of the best cavities which could be operated up to
19 MV/m (limited by available RF power)

Figure 21 shows a "scatter plot" of the maximum gradient and Q values reached in
all cavities during acceptance tests. It can be seen that the average value is
9.8 MV/m, but that there is a large spread of performance from 3 MV/m up to
18 MV/m.

The cavities are limited by quench or field emission to about the same amount.

All cavities have been installed in the tunnel and commissioning of the linac started at the
end of 1994. The design gradient is 5 MV/m. It will be interesting to see whether the cavity
performance is preserved from vertical pair test to operation in the linac.
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Fig. 20 Measurement of 5-cell (1.5-GHz) cavities at CEBAF. The three cavities are
representatives of the typical performance: limitation by quench, field emission or (best cavity)
only by available RF power.
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Fig. 21 Performance of all 338 CEBAF 5-cell cavities (1.5-GHz) during their acceptance test
(pair measurement in vertical cryostats).

6.2 Automized chemistry and clean-room assembly

It has been mentioned that dust particles are the most likely source of field emission.
Therefore absolutely clean conditions are essential to prepare a high-gradient cavity. The
standard procedure of cavity fabrication is to make cups from niobium sheets (by deep drawing
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or spinning) and to weld those cups at the equator and iris region by electron-beam welding.
After fabrication the cavity surface is cleaned by removing about 100 um of the niobium
material at the inner surface. This is done by etching the niobium with a solution of H3PO4,
HN03 and HF. Is is important to use the best grade of acid to avoid contamination of the clean
niobium surface by residues in the acid. After the acid treatment the niobium surface has to be
rinsed with high quality clean water. The best result can be expected if a closed circuit of acid
treatment, water rinsing and subsequent drying is installed. Such a system has been developed
at Saclay and is being used for the TESLA Test Facility (TTF) at DESY (TESLA = TeV range
Electron Superconducting Linear Accelerator). After this treatment couplers, higher-order mode
dampers, pick-up probes etc. have to be attached to the cavity. This must be done under dust-
free conditions, too. Therefore clean rooms are installed at all laboratories which handle
superconducting cavities. The quality of the clean room is class 10 (10 particles of um size per
cubic foot and minute) and corresponds to the requirements in semiconductor industry.

6.3 High-pressure water rinse

Sapphire samples have been used to measure the cleanliness of the standard niobium
surface treatment. These samples accompanied the niobium during each step of treatment.
Afterwards the size and number of particles on the surface were measured with a laser
reflectometer. The result was that hundreds of particles (per square inch) of um size are still
present on the surface. Spraying the surface with high-pressure water (about 100 bar) is a
common method in the semiconductor industry to further clean the surface. Recently the same
method has been used to clean cavities. At the TTF (DESY) a 2-m iong rod is inserted in the
vertical cavity after chemical etching and rinsing is done with ultra-pure water. The head of the
hollow rod has a spraying nozzle and is slowly rotated and moved along the cavity axis to reach
the whole inner cavity surface for cleaning. This high-pressure water cleaning is now the
standard cleaning procedure for the TTF cavities. Figure 22 shows the improvement of the
cavity performance after such a high-pressure water rinse.
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Fig. 22 Best improvement of cavity performance after high pressure water cleaning.

6.4 Post purification by Ti heat treatment

A high thermal conductivity of the niobium is essential to avoid limitation by quench.
During welding of the niobium cavities using an electron-beam welding machine, the hot
niobium can absorb oxygen, carbon or nitrogen due to insufficient vacuum conditions. This
will result in a reduced thermal conductivity at the welded region. Unfortunately, the weld at
the equator is at the location of highest surface current. Therefore a post purification of the
niobium cavity after fabrication could "repair" the thermal conductivity at those deteriorated
regions and improve the thermal conductivity elsewhere. The procedure is to heat the cavity
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and some titanium (placed inside and outside the cavity) at 1400 °C for about 4 hours. The
evaporated Ti covers the niobium surface. The Ti film will getter dissolved gases (O, C, N)
from the bulk niobium because of its higher affinity compared to niobium. The mobility of the
dissolved gases in niobium at 1400 °C is high enough to acheive a sufficient cleaning of the
bulk niobium by this solid-state diffusion process within 4 hours. After the heat treatment the
cavity has to be cleaned of Ti by etching away about 100 um of Nb surface. Typically the
thermal conductivity can be improved by a factor of 2-3 by this procedure. It has to be
mentioned, however, that the niobium is softened by the heat treatment (the yield strength 00.2
reduces typically from 40 N/mm2 to 10 N/mm2). This reduced mechanical strength has to be
compensated by careful handling and the use of appropriate fixtures during assembly of the
cavities.

6.5 High power processing

Investigation of RF field emission leads to the conclusion that small particles are the
origin of the emitted current. Therefore very careful cleaning is needed to suppress this
limitation. Nevertheless, some "residual" dust will remain on the surface or may contaminate
the cavity during the final assembly procedure. Therefore an "in situ" cleaning procedure,
which can be applied after assembly or during operation of the superconducting cavity is of
great help. Such a method was developed at Cornell recently [19] and has been successfully
applied at several laboratories. The cavity is operated with short (approx. 50 to 500 usec) RF
pulses of high power (about 1 MW for a 9-cell TESLA cavity, 1.3 GHz). The cavity is
heavily overcoupled to the feeding line in order to reduce the filling time (some 100 usec,
TESLA cavity) as compared to a matched superconducting resonator (about 1 sec, TESLA
cavity). Therefore the cavity field reaches a high value in a short time. A field emitter will heat
up, accordingly, and reach a high temperature. The process is a transient behaviour so that a
thermal equilibrium state is not yet reached. Many photos of such an event suggest that the
emitting particle is "exploded" due to excessive heating. Figure 23 shows such an exploded
emitter and its characteristic "star burst" signature.

Fig. 23 "Star burst" picture of a field emitter after processing with high peak RF power. It is
assumed that the field emitting particle "explodes" during the processing.

During high power processing, many processing events are observed by a short
breakdown in the stored cavity field. Figure 24 shows a typical Q vs. £acc curve before and
after high power processing. It can be seen that the onset of field emission is considerably
enlarged. There is a concern that the left over material of an exploded field emitter might raise
the RF loss of the cavity or produce new field emitters. Indeed, it is observed that the Q of a
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cavity is slightly reduced after high power processing. But this is the only known way to cure a
cavity from field emission in situ, i.e. without dismantling, cleaning and repeated cool down.
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Fig. 24 Performance of a cavity before and after processing with high peak RF power.

6.6 Best results of single and multicell cavities

It is a general finding that high gradients can be reached more easily with single-cell
cavities than with multicell cavities. This is explained by a statistical model for the defect
probability. In the case of field emission this is justified by the observation that many small
particles (i.e. possible field emitters) can still be found on a thoroughly cleaned surface. In the
case of a quench defect, the statistical argument seems to be plausible, too. Therefore single-
cell cavities are good test vehicles to investigate new treatment methods, or to search for the
next high gradient limits. Considerable effort in quality control, cleaning and handling
techniques is needed, however, to transfer the results from single cell cavities to multicell
structures.

Single-cell activities at KEK [20] and CEBAF [21] are presented here as an example. At
KEK niobium material with moderate thermal conductivity (RRR = 200) from Japanese
companies is used. The cavities are electropolished by 200 urn. This gives smoother surfaces
but the injected hydrogen (during the electropolish) must be removed by a moderate heat
treatment at around 750 °C. Finally the cavities are slightly (20 um) chemically etched and
cleaned by high pressure water. Figure 25 shows that gradients around 30 MV/m with low
field emission could be reached. All tests were finally limited by thermal quench.
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Fig. 25 Recent single-cell measurements
(1.3 GHz) at KEK. All fields were limited
by quenches.

Fig. 26 Best single-cell measurements (1.5
GHz) at CEBAF (T = 1.5 K). The field
was limited by quench.
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At CEBAF [5], single-cell niobium cavities are post purified by the 1400 Ĉ Ti treatment,
followed by chemical etching (150 um) and high-pressure water rinsing. The best measurement
is shown in Fig. 26. The measured gradient of 43 MV/m comes close to the expected
theoretical limit of 50 MV/m (with the corresponding surface magnetic field equal to the
thermodynamic critical field). It should be noted that this high field was measured at the rather
low temperature of 1.5 K. Many other tests with single cells reached gradients around
30 MV/m with only slight field emission.

At Cornell the technique of high power processing has been developed [19]. Several 5-
cell cavities (TESLA shape; the furnace for the Ti treatment accepts no larger structures than
5 cells) have been processed. Figure 27 shows the improvement after high power processing.
As a rule of thumb, the onset of field emission could be raised by a factor of 2.

5-eelS cavity «2, 1J GHi I
After HPP at 1 Mwatt
Epic pulsed = 86 MV/n

Before HPP

10 15
Eacc (MV/m)

Fig. 27 Improvement of cavity performance by high power processing (HPP). Measurement
of 5-cell, 1.3-GHz cavities at Cornell.

AtDESY the infrastructure for processing of TESLA cavities was completed in 1994 and
several 9-cell TESLA cavities (1.3 GHz) have already been measured. The standard procedure
is:

chemical etching of 100 urn to clean the niobium surface,

Ti treatment at 1400 °C to improve the thermal conductivity,

chemical etching of 100 urn to remove the Ti layer,

high pressure water (100 bar) spray to clean the surface,

high power processing to do in situ cleaning.

Figure 28 shows the measured Q vs. Eacc curve of the first series production cavity under
continuous wave operation. The specified values for the test linac are Q = 3 x 109 at £acc =
15 MV/m. In TESLA the superconducting cavities will be pulsed with 800 H-sec flat top at
25 MV/m, rep. rate 10 Hz. These conditions could be established with the first series
production cavity attached to a high power input coupler (see Fig. 29).
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FIELD EMISSION IN RF CAVITIES

B. Bonin
Commissariat a l'Energie Atomique, DSM/DAPNIA, France

Abstract
Electron field emission limits the accelerating gradient in
superconducting cavities. The present paper shows how and why it is
an important problem. The phenomenology of field emission is then
described, both in DC and RF regimes. In a third part, the merits of a
few plausible "remedies" to field emission are discussed.

1 . WHY IS IT A PROBLEM ?
When exposed to an intense, properly oriented electric field, a conducting surface can

emit electrons. In the case of an accelerating cavity, these electrons are accelerated by the RF
field in the cavity. In normal conducting cavities, "field emission" must be avoided because it is
a precursor to vacuum breakdown and is likely to cause dark current. Superconducting cavities
are even more sensitive to field emission: in a superconducting cavity, even the small additional
dissipation of RF power due to the electron loading of the cavity may correspond to a
significant and undesirable degradation of the cavity Q-value, and an increase of the cavity
cryogenic consumption (Fig. 1).

Fig. 1 Q-value vs accelerating gradient for a typical superconducting cavity. In this example,
Q-degradation beyond Eacc = 12 MV/m is due to electron loading.

Furthermore, the emitted electrons follow complicated trajectories inside the cavity
(Fig. 2). If the cavity is excited on the TM010 mode, the electron trajectories remain in the
same meridian as their starting point. The electrons ultimately land on the cavity wall with an
energy roughly proportional to the accelerating gradient (typically a few hundreds of keV for an
accelerating gradient of 10 MVAn in a 1.5-GHz single-cell cavity). The corresponding energy
deposit is usually rather local. It creates a hot zone on the superconducting surface, which can
be identified in the temperature maps of the cavity as a ridge parallel to a cavity meridian
(Fig. 3). This energy deposit is liable to hamper the thermal stability of the cavity, thereby
limiting the accelerating gradient. The heating is also accompanied by copious X-ray emission
originating from the electron landing point.
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Fig. 2 Trajectories of electrons emitted inside the cavity
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Fig. 3 Temperature map of a superconducting cavity plagued by field emission

The order of magnitude of the field emission current able to limit superconducting cavity
performance is around a few \iA. The field emission "disease" is very common indeed: for
example, 60% of the CEBAF superconducting cavities are limited in gradient by field emission.
This alone would justify the research efforts from many laboratories, aiming at a better
understanding of the phenomenon, and at finding ways to avoid or to cure it. However, field
emission is not always considered as a harmful phenomenon. It is exploited in vacuum
electronics to produce cold electron sources. Here, the efforts go in the opposite direction,
aiming at finding ways to enhance and to stabilize the emission. The author found it especially
useful to compare the results from both communities, ie those who promote and those who
fight against field emission.

2 . PHENOMENOLOGY OF FIELD EMISSION
Fowler-Nordheim theory

In a metal, electrons are usually prevented from escaping by a potential barrier separating
the Fermi level in the metal and the vacuum level. When an electric field is applied, the vacuum
level takes a slope, and the barrier becomes triangular (Fig. 4). The width of the barrier
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decreases with increasing field. When it becomes thin enough, the probability for electrons to
tunnel through the barrier becomes non negligible, and a field emission current arises. The
height of the barrier is known as the metal work function, and amounts to 4—5 eV, according to
the nature of the metal. Given this height, Fowler and Nordheim [1] calculated the tunnel
probability through the barrier and derived the following relationship between the current
density j and the the electric field E, for a perfect metal with a Fermi-Dirac electron density at
OK:

A.E
(1)

If j is expressed in A.nr2, E in V.nr1, and <£ in eV, the constants A and B are
respectively:

4 = 1.54.10"*
5 = 6.83.109.

x=o

Fig. 4 Energy diagram of a metal-vacuum interface. The electrons fill the energy levels
of the conduction band, up to the Fermi level. If an electric field is applied to the surface, the

potential barrier seen by the electrons becomes triangular.

This law predicts a negligible current for fields below a few GV/m, and a very steep rise
of the current above this limit. For very clean metal surfaces of restricted area (the tip of a sharp
needle), the F-N law has been verified in a large domain of current densities, despite some
difficulties to evaluate properly the magnitude of the local electric field in the metal vicinity. For
current densities larger than j = 10 A/m2, the agreement between theory and experiment
apparently breaks down [2], probably because space charge phenomena arise, and because tip
breaking due to the Joule effect tends to modifiy the surface morphology.

If the field emitted current density is maintained well below 1012 A/m2, emission appears
to be stable in time if the tip is maintained in ultra high vacuum. In vacua less than 10~8 mbar,
species adsorbed on the tip can modify the shape of the potential barrier seen by the electrons,
and the current density fluctuates [3].
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Enhanced field emission (EFE)
For large area electrodes with a less well characterized surface, the phenomenology

appears to be entirely different [4]. A significant current can arise for electric fields as low as a
few MV/m. Many studies have shown that the emission is localized on microscopic emitting
sites [5]. Each site seems to obey a phenomenological F-N law, with effective parameters:
there is still a linear relationship between Log(//£2) and \/E (Fig. 5), but if one assumes an
unchanged value for the work function <E> of the emitting site, the local electric field seems to be
enhanced by a factor /Jof the order of 100, and the effective emission is restricted to small, but
very variable areas S [6]. The current / emitted by one site is then given by:

s3/2
(2)
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Fig. 5 Field emission characteristics of four emitting sites (from P. Niedermann, Ref.
[7])

Recent investigations have correlated these emitting sites with surface defects, identifiable
by electron microscopy [7]. (More precisely, not all the surface defects behave as emitters, but
all emitters could be identified as previously existing surface defects.)

It was proved that paniculate contaminants were powerful field emitters, with somewhat
unstable field emission characteristics. Irregularly shaped conducting particles seem to emit
much more than smooth ones [8]. Scratches, or other geometrical defects of the surface also
behave as field emitters, with a more stable emission.

On a given surface, there is a considerable scatter in emitter characteristics. This results
in a widely spread hierarchy of emitters. Consequently, even on surfaces of very large area,
there is only one or a few emitter(s) whose current dominates over all the other ones.

Microscopic investigation of emitting sites reveals thermal effects associated with field
emission. After exposure to electric field and emission of 1-100 |iA, emission of some sites is
often observed to drop.abruptly. This change appears to be associated with the sudden melting
of the emitter (Fig. 6). Frequently, this melting takes place at the sharpest protrusion on the
surface, thus suggesting that the previous active emitter was located there. Craters of molten
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material are also frequently observed [9], and seem to be correlated with a micro breakdown,
and with the death of an emitting site. New emitters are often formed on the crater rim.

Fig. 6 Microphotograph of an emitting site: a) before emission; b) after emission. Note
the apex melting.

Enhanced field emission in RF regime
Enhanced field emission has been extensively studied in DC regime, but has received

much less attention in RF regime. So far, we have no indication that EFE should obey a
different mechanism in DC and RF regimes. The typical tunneling time through a barrier of
height h can be estimated via the uncertainty principle:

T-i--2.1<r16s.

This time is short compared with the RF period, it is thus legitimate to assume that the
field emission process is instantaneous and occurs in a "quasi static" electric field. With this
approximation, the average current emitted in RF regime can be calculated, using Eq. (2):

< / > =5.-

„ 2.V2

•cpeak
2.5 F»3/2

-exp(-B
PApeak

(3)

,3/2

Note that the law obtained analytically is very similar to the F-N law, except the 2.5
exponent in the prefactor. This law is in excellent agreement with experiment [10], with
effective parameters /5 and S quite similar to the ones.extracted from DC measurements. This
certainly adds credit to the conjecture that EFE obeys the same basic mechanism in DC and RF
regimes.
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The geometrical model
Many explanations of EFE have been proposed [11]. In this course, presentation of the

simplest one is probably sufficient. Many geometrical defects such as scratches or conducting
particles have been shown to emit mainly because there is a geometrical enhancement of the
electric field at the apex of a protrusion of microscopic or even nanometric scale [8].

The degree of generality of this mechanism is still under discussion. It does not account
for the role of adsorbates, which are noted for their capability to modify field emission, not for
the odd energy spectra which were observed by Latham on some emitters [12]. However,
there is no doubt that at least a large fraction of the emitting sites obey this simple mechanism.

Field emission from superconductors
Is field emission the same for normal metals and for superconductors? The gap brought

by superconductivity in the electronic density of states is too narrow to have a significant
consequence on the field-emitted current. Experimentally, no difference of field emission from
a niobium tip was noted at the superconducting transition [13].

3 . HOW TO AVOID FIELD EMISSION

Instabilities
EFE is a rather unstable phenomenon: emitters are known to switch "on" and "off', and

the field-emitted current often fluctuates. It is interesting to analyze these instabilities, because
there is some hope to use them to destroy emitters.

Firstly, one can expect mechanical instabilities of the emitters. Because of the large field
enhancement at the emitter apex, the electrostatic pressure

P ~ ^O- ^microscopic

gets close to the yield stress of usual metals. Necking or even breaking of the apex can thus
occur, and the subsequent modification of the surface geometry results in changes in its field
emission characteristics [14]. If the emitting site is a particle sitting on the surface, the same
electromagnetic pressure can overcome adherence forces. Larger particles are loosened at lower
electric fields. Note that the force exerted by the substrate on the particle is always repulsive,
independent of the sign of the electric field, so that this "cleaning" mechanism is effective in RF
as well as in DC regime [15]

The second kind of instability is of thermal origin. Several mechanisms can affect the
emitter temperature [16]. Joule heating due to the field emitted current through the very narrow
emitter apex does not make a significant contribution to the elevation of the apex temperature,
unless the current density exceeds 1012 A/m2. In RF regime, Joule heating due to the current
induced through the emitter can contribute significantly to increasing the temperature of the
emitter. Ion bombardment can also heat up the emitter. The process may be initiated by
ionization of species desorbing from the surface. Ions accelerated by the field can deposit their
kinetic energy on the metal surface at the end of their flight. This heating then promotes
further desorption and ion bombardment. Further heating may cause vaporization of the metal
itself, accompanied by a considerable enhancement of the vapor and ion density in the vicinity
of the emitting site. This process is believed to lead to explosive phenomena and vacuum
breakdown [17]. It leads generally to the destruction of the original emitting site, and to the
formation of craters (Fig. 7). All these heating mechanisms are more effective if emitters are
paniculate contaminants in poor thermal contact with the substrate.
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The emitters are thus mechanically and thermally fragile. This has been a matter of
concern for the designers of electron sources based on field emission, but serves also as a
guideline to find effective processing recipes to minimize field emission in RF cavities.

Primary Emission
Site

Dense. \
Plasma

. i Explosive Emission
\ ' / /Electrons

Pressure On
Melting Pool

Microdrop

New
Micropoint

Fig. 7 Formation of a microbreakdown (from Ref. [17])

Helium processing
It can be envisaged to modify the emitters by ion bombardment. This method is used

with some success in superconducting cavities under the generic name of "Helium processing".
Helium gas at low pressure (10 5 mbar) is introduced in the cavity and RF field is applied. A
reduction of the field emission in the cavity is often observed [18], probably due to the
bombardment of the emitting site by the helium ions. This bombardment may cause a gas
desorption on the emitter, or a destruction of the emitter by sputtering. In spite of its
effectiveness, helium processing has severe drawbacks, related to the risk of deposition of
sputtered contaminants on the cavity surface. Degradation of the cavity Q-value has often been
observed after helium processing.

RF processing
It has long been recognized that both field emission current and breakdown probability decrease
by exposing a virgin surface to an intense electric field. This kind of processing is currently
applied in DC regime to upgrade the breakdown threshold of metal surfaces in vacuum, and in
RF regime on normal conducting cavities. In most of these cases, this processing is made "in
situ", i.e, the surface is not reexposed to atmosphere after the treatment. When it is reexposed,
the benefits of the processing are partly lost.

High-field processing has also been applied to superconducting cavities. Here, specific
problems arise. Despite the long cavity filling time, the surface must be exposed to intense
electric fields in a short time, if cavity quench is to be avoided. This short pulse time,
combined with a severe electron loading during the pulse, requires large RF peak powers and
an adjustable RF coupling.
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In a remarkable series of experiments, the Cornell laboratory has established high-peak-
power processing (HPP) as a very effective curative treatment against field emission [19]
(Fig. 8). The parameter which determines the degree of reduction of field emission is the
maximum electric field reached during the HPP stage. For example, by using processing fields
as high as 60 MV/m, it is possible to eliminate field emission for CW fields of the order of
30-40 MV/m. The effectiveness of HPP probably lies in its capacity to heat the emitters
selectively, initiating breakdowns which ultimately burn the emitters. Craters are formed during
the treatment [9]. It has been shown that these craters themselves may eventually emit, but
these can be processed in turn in the same way. The efficiency of the treatment saturates when
the emission from the new craters equals the emission of the formerly destroyed emitters.

Despite impressive laboratory results, the usefulness of HPP might be reduced if the
processed surface has to be re-exposed to air, because of the risk of ulterior paniculate
contamination. If HPP is done in situ, i.e without any re-exposition to air, it remains to be seen
to what extent this kind of processing is really useful on real accelerators, with limited RF
power and fixed couplings.

Eacc (MV/m) 3060593-105
0 5 10 15 20 25 30 35

109

Q° - - o
O Before HPP Processing

After all HPP Processing O

0 10 20 30 40 50 60 70 80 90 100
Epeak (MV/m)

Fig. 8 High-peak-power processing can cure field emission in superconducting cavities
(fromRef. [19]).

4 . CONCLUSION

Clearly, the first cause of field emission in superconducting cavities is paniculate
contamination. Cleanliness is an indispensable prerequisite in avoiding enhanced field emission
from extended surfaces. Effective removal of micron-sized particles is a rather difficult task,
because the mechanical forces applied to the particle by the cleaning process decrease faster than
the adherence forces when the particle size decreases. Advanced cleaning techniques like high-
pressure rinsing [20] have been used to clean superconducting cavities, with a statistically
significant reduction of field emission. The effectiveness of this treatment may be limited by
eventual contaminations occurring later in the cavity history, but this kind of cleaning is
probably one of the most precious preventive treatments available against enhanced field
emission.

Systematic use of both preventive and curative remedies (i.e. ultra-clean treatments and
high-voltage processing techniques) holds the promise of greatly improving the
superconducting cavity performance level and reproducibility.
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COUPLERS FOR CAVITIES

E. Haebel
CERN, Geneva, Switzerland

Abstract
The first part of this chapter is on higher-order-mode couplers. To
introduce the subject a coupling approach is examined which makes use
of the beam tubes as wave guides with internal vacuum compatible RF
loads. Then it is shown how coupling can be considerably enhanced if
couplers are themselves regarded as resonators. Examples of couplers
used in the LEP and HERA storage rings serve to illustrate this
approach. In this first part we regard the cavity as a multi-frequency
generator furnishing, via the coupler, power to a room temperature
load. In the second part the direction of power flow is reversed. Now,
at a single frequency, the cavity acts as a low-temperature load to which
RF power has to be delivered and which can be considerably higher
than the higher-order-mode power.

1 . INTRODUCTION

Cavities are the 'motors' of accelerators, passing energy to the charged particle
beams. But charges passing through a cavity are 'active devices' and can either receive energy
from, or furnish energy to, a cavity. In an accelerator the first process is the required one
though the second inevitably takes place and may hamper the efforts to produce a high quality
beam. Couplers are needed to replenish the cavity energy which had been lost to the beam.
Such main or power couplers may have to handle very large amounts of RF power, up to the
MW level.

Couplers are also needed to mitigate the unwanted interactions between particles and
cavities. They then are called higher-order-mode (HOM) couplers or dampers. In fact, to be
more precise, couplers are RF devices which allow energy to be exchanged with the modes of
oscillation of a cavity. So, at the beginning of this coupler chapter a short discussion of modes
is needed.

2 . MODES AND THEIR CLASSIFICATION

The ideal cavity is a closed volume, completely surrounded by a metallic boundary as
indicated in Fig. 1. For infinite conductivity of the metal walls a closed volume can store
electromagnetic field energy U for infinite time. Storage is in the form of free oscillations at
eigenfrequencies co ,̂ the spectrum of which depends on the size and shape of the volume. At
each co«, field energy Un changes periodically between its two possible forms, electric and
magnetic, and the patterns of the corresponding fields En and Hn are characteristic of each
oscillation mode. Computer codes are available (e.g. MAFIA) to calculate the eigenfrequencies
and fields of such modes but for simple boundary shapes analytical solutions also exist. Two
examples are shown in Fig. 2.

For accelerator cavities it is usual to classify the cavity modes into two groups: the first
contains only a single member, the mode used for particle acceleration, the second group
contains all the others. Since, by cavity design, the accelerating mode usually has the lowest
frequency, one calls it the fundamental mode (fm) and all the others the higher-order modes.
Another name for the latter is parasitic modes, indicating that they are deleterious and unwanted.
I will also talk about longitudinal and dipole modes. Cavities for accelerators have axial
symmetry. Then in a cylindrical coordinate system <)), r and z, longitudinal modes have fields
with no <j> dependence whereas for dipole modes fields vary with cos <{>.
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Fig. 1 Example of an ideal cavity Fig. 2 The TM011- and TM012-mode E-
field patterns of a 'pillbox' cavity

3 . BEAM TUBES AS HOM DAMPERS

To integrate a cavity into an accelerator one has to attach it to the beam tubes These have
little influence on modes with eigenfrequencies lower than the cut off frequency of wave
propagation in the beam tubes. Cavity modes with higher frequencies are often said to be
propagating. It is assumed that, by exciting waveguide travelling-wave modes, such cavity
modes will quickly loose their stored energy i.e. become very effectively damped.

The interesting question is now: Can all HOM of a cavity be made propagating? What
beam tube diameter is required to achieve this goal? To get a first idea we do some back of the
envelope calculations. They become simple if the cavity has the shape of a pillbox with radius a
and length /. For this simple shape the fundamental TMoio resonance is at the cut off frequency
of the TMoi waveguide mode in a tube of radius a. This mode has the propagation constant:

At the cut off the propagation constant is zero and hence at the TMoio resonance frequencyfy.

Note that/o is independent of the pillbox length 1. Cavities for ultra-relativistic particles have
lengths around A</2 where ,̂o is the free space wavelength at /Q. The HOM next to the
fundamental then is the TEm dipole mode. At its resonance the cavity length is one half of the
TEn mode wavelength. Working again with the propagation constant we can therefore
determine its frequency from

The beam tube radius b, which at 0>i just allows propagation of the TEn mode can then be
calculated since

co, lc = 1.841 Ib .

Writing finally / = p Xo/2 and rearranging we obtain for the ratio a/b of cavity and beam tube
radius:

(a/b)2=l + {\/pf(2.41/l.S4)2

To have, according to this formula, propagation of all HOM, the beam tubes must be much
wider than conventionally used and a reasonable value of a/b = 2 is only obtained if p = 0.75
i.e. for a cavity shorter than Xo/2. This prevents us using such a HOM damping technique for
multicell rc-mode cavities. Even for a single cell the prognostic from this formula is too
optimistic. A check with a code like URMEL reveals [1] that attaching wide beam tubes to the
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cell lowers its TEm frequency, so the mode 'refuses' to propagate however wide the beam
tubes are made!

3.1 Confined and trapped modes

Figure 3 shows £-field patterns of a wide-beam-tube design [2] as studied at CERN for
possible use in LHC. The FM frequency is 400 MHz and the beam tube diameter 30 cm, about
one half of the cavity diameter. The TEn and TMoi waveguide cut off frequencies are 586 and
764 MHz respectively and, as we see in comparing frequencies, in addition to the FM also the
TEm and TMno dipole modes remain confined to the cavity. The TMon mode (first harmonic
of the fundamental) just reaches the region of propagation. But even a frequency above cut off
is no guarantee of sufficient mode damping. At about three times the fundamental mode
frequency (at 1232 MHz) we see a HOM which excites only a very small field in the beam
tubes. For a cell length of Ao/2 the excitation would be even weaker. We have here the
example of a trapped mode which, though nominally propagating, may remain weakly damped
[3]. Trapped modes become a real headache when designing multicell cavities [4]. They also
have smaller cell-to-cell coupling than other modes so, with increasing cell numbers, field
distributions become very sensitive to perturbations.

394.01 MHz

503.09 MHz

1 \ i i i i / /1
i i f l l l i i

537.69 MHz

764.52 MHz

1232.37 MHz

Fig. 3 Examples of modes of a single cell with wide beam tubes

3.2 Deconfining the T E m mode

To escape from the dilemma of the first two dipole modes not propagating, two solutions
were proposed and developed. The first, as pursued at KEK in Japan, simply widens the beam
tube further, but only behind a coupling aperture to the cell1 as sketched in Fig. 4. However,
not only the TEn cut off is lowered but also, unnecessarily, the TMoi cut off, so at the RF
absorbing material the FM amplitude might become too high. Therefore, at Cornell the beam
tube is widened azimuthally only in sectors, which creates the geometry of a ridged waveguide
(see Fig. 4) and lowers particularly the waveguide's dipole mode cut off. These techniques are
used for one of the beam tubes, the other tube (see Fig. 5) remaining a simple one. The use of
different beam tube sections on the two sides of the single cell helps to avoid trapped modes,

This concept was already applied by the Wuppertal team in their designs of 3-GHz structures.
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measurements on a copper model at Cornell demonstrating efficient damping of all significant
modes to external Q values smaller than 50.

KEK longitudinal section
Cornell

cross-section

Fig. 4 Beam tube forms at KEK and Cornell

INPUT COUPLER

Fig. 5 KEK B-factory accelerating module

3 .3 The beam tube RF load

Beam tube HOM couplers have to be terminated into a RF load. If high HOM powers are
expected this load must be at room temperature. It also must consume little space within the
beam tube aperture and should allow cooling to extract the developed heat. The solution which
imposes itself is to clad a ring portion of the inner beam tube surface with a uhv-compatible
absorbing material. Since, adjacent to a metal surface, only the magnetic field has a component
parallel to the absorbing surface layer the material must have magnetic RF losses. Ferrites are
such materials and special uhv compatible ferrites were available from earlier work at CERN [5]
to dampen parasitic resonances in the beam pickups of the Antiproton Accumulator. The
problem was now to attach such ferrites with a good mechanical and thermal bond to a metal
substrate. A technique using soft soldering [6] has been developed at Cornell while KEK [7,8]
has succeeded in brazing ferrites. The main obstacle to bonding of ferrites to a metal is their
difference of thermal expansion. It is important to keep the dimensions of ferrite tiles small and
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to use a ductile metal like copper as substrate. Brazing then can be done in a vacuum oven
using a standard Ag-Cu brazing alloy while pressing both partners together with 4 kg/cm2

force.

3.4 General design implications

The concept of using the beam tubes for HOM damping implies an accelerating-module
design where each single-cell cavity is housed in a separate cryostat. As illustrated by the KEK
design for a B-factory, the large beam tube sections protrude out of the cryostat to allow ferrite
loads at room temperature. The large diameter beam tubes are wide open ports for heat to reach
the liquid helium vessel by radiation and conduction. Obviously the simplicity of the HOM
damping scheme has to be paid for by enhanced refrigeration costs.

3.5 Ferrite beam tube loads for LEP 2

At CERN we2 prepare ferrite absorbers for mounting them, if required, into the 10-cm
diameter beam tube sections between the 4-cavity modules. In LEP 2, once all the copper
cavities have been replaced by superconducting ones, the transversal beam impedance will be
reduced, so higher bunch charges can be accelerated. In addition, when the particle energy is
increased, bunches may become shorter than they are now. As a consequence the HOM power
deposition within a module will increase, particularly at high frequencies, where the
performance of the HOM couplers is not well known. Figure 6 shows the power spectrum
predictions [9] according to the ABCI program. Since this power is deposited into longitudinal
modes and since above 2.2 GHz the TMoi waveguide mode starts to propagate in a 10-cm
diameter tube we can reasonably hope to intercept the high frequency tail of the spectrum (about
1 kW for 2 x 4 bunches of 1 mA) at room temperature inbetween the modules.

The ferrite tiles had to be integrated into the pumping boxes between the modules
(Fig. 7). The basic idea for their manufacture was first to braze small (3x15x18 mm3) ferrite
tiles onto flat copper strips which then, by electron beam welding, were joined to form a 10-cm
diameter absorber tube. In between the strips 2-mm wide slots allow for pumping. The tube is
then integrated into the cylindrical pumping box. Water cooling loops at both ends of the
absorber tube remove heat.
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Fig. 6 LEP2 module HOM power from
ABCI calculations for as = 10 mm

Fig. 7 Pumping box with integrated
HOM load

2 F. Caspers, E. Haebel, N. Hilleret, V. Rodel, B. Trincat, R Valbuena
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3.6 Concluding remarks on waveguides as HOM couplers and definition of
external Q

Apart from the technically difficult vacuum RF load, (but which is only needed if the
beam tubes themselves are to be used as waveguides), this HOM coupler concept is of great
simplicity. We cut an opening into the wall of the cavity and, through this aperture, let RF
power radiate into a wave guide which carries the power as a travelling wave to a termination at
room temperature. For a mode with angular frequency co^, stored energy Un and radiating the
power Pn we may, since Pn « Un, characterize the coupling by defining an external Q :

Qex,n =
 p (1)

Below cut off a guide cannot carry travelling waves. Thus, by a proper choice of the transverse
guide dimensions, coupling to the FM is easily suppressed. But guide and cavity dimensions
become comparable and integration into a cryostat while keeping heat leaks at an acceptable
level is difficult3. So coupling to transmission lines has become a more widespread technique.
We then need a filter to suppress FM coupling but we can adapt the line cross-section to the
HOM power and minimize heat leaks.

4 . COUPLING TO TRANSMISSION LINES AND THE EQUIVALENT-
GENERATOR APPROACH

Amongst the different forms of transmission lines the coaxial one is best suited for our
purpose. For the moment we will assume that the line is terminated by a matched load, R=ZW,
where Z^ is the wave impedance, so again energy transport is by a travelling wave.

Let us now examine the interface between cavity and line in more detail. We have two
basic choices. As depicted below we can either leave the inner conductor end 'open', forming a
probe, or 'shorted', forming a loop. Seen from the cavity the transmission line terminates this
probe or loop by a resistor R = Z^.

Fig. 8 Two possibilities of coupling, probe or loop

4.1 Non-resonant coupling

For a given loop or probe the question is now: Which value of R gives the lowest £)ex?

3 At CEBAF HOM couplers in waveguide technique are used but with loads in the liquid He bath, but this is
only possible because the HOM power is very small.
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To answer the question let a mode at oo be excited by some auxiliary device to oscillate
with constant stored energy U. We then may regard the probe or the loop as the output port of
a RF generator with emf Vo and internal impedance Zi. We can determine Vo and Z, by
'measuring' open circuit voltage Vo and short circuit current 7o and have for the loop:

Vo = ja&m = ;o)Ho JJ H-ds (2)

Ls is the self-inductance of the loop. H is the mode's magnetic field and we integrate over the
loop surface. Evidently Z, =j(oLs and according to Thevenin's theorem the coupling port can
be described by the loop inductance in series with the induced voltage as in Fig. 9

/o

Fig. 9 Equivalent generator circuits for probe and loop coupling

A port equipped with a probe has an equivalent circuit dual to that of the loop. Cs is the
fringe field capacitance of the probe tip. IQ is a short circuit current and corresponds to the
displacement current of that part of the cavity £-field which ends on the probe surface.

o

Cc

o

70 = jvO>e = JWLQ jJEds (3)

Which power is now extracted from the mode? We find for the loop (Yis the admittance 'seen'
by the voltage source Vo):

1 1 1 7 * ( 4 )

2 ° Z W zl

and for the probe with Yw = 1/Zw (Z is the impedance 'seen' by the current source 7o)

P = i/0
2Re(Z) = i / g -L f 2 (5)

2 2 yw j g f C )

The presence of Ls (or Cf) diminishes the power flow on the transmission line and hence the
damping of the mode.

4.1.1 The limit of obtainable damping

Evidently here we have a dilemma. If, to obtain more damping, we increase the surface
of a coupling loop, then also Ls will increase and take away at least part of the potential benefit
of the higher induced voltage. And similarly, for a probe a bigger surface will increase Cs.
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Let us study this important phenomenon in more detail. We use a geometry of
transmission line and loop (see Fig. 10) which hardly would be used in a real construction
project but has the advantage that the loop's self-inductance can be expressed by a simple
formula. We use a strip line and as loop a solenoid with only one turn so (r is the radius of the
solenoid and / its length):

Ls " Ho*—

Figure 11 sketches how such a loop could couple to the TMoio mode of a pillbox cavity. The
coupler is in the symmetry plane of the cavity and the loop at the equator where the magnetic
field B is maximal and to first order constant over the loop area. Then:

and it follows
B2 (6)

J ' L

\R=Zw

Fig. 10 Stripline with loop of solenoidal
geometry

1,1
Fig. 11 Pillbox cavity with the coupling
loop of Fig. 11 at the equator

The factor (toU/B2 describes the cavity and loop position, the two additive terms within the
curly brackets the coupler itself. The salient point is now that one of the two terms is
independent of the loop radius. So it constitutes a lower limit to the obtainable external Q (an
upper limit of damping). It does not pay to increase the loop radius much beyond the value
leading to

••w

nWr4

But this expression can be rearranged to give

<x)Ls = Zw (7)

and in this form is of general validity. Having chosen a wave impedance Zw for the
transmission line and a conductor for the loop, Eq. (7) limits the useful loop size. On the other
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hand, as the second term in (6) shows, if the loop area linked to flux remains fixed, increasing
the conductor cross-section will lead to improved damping.

An example:

To close this section let us now calculate the lower external Q limit for the fundamental mode if
we mount this loop coupler on the equator of the 4-cell LEP cavity. For an accelerating voltage
of V = 1.7 MV (1 MV/m of accelerating gradient) this cavity has at the equator a magnetic
induction of B = 4 mTesla and in the rc-mode a (R/Q) of 230 Cl. We now can evaluate caU =
^•/(IR/Q) and obtain, for a line impedance of 50 Q and a loop length of 8 cm, from the second
term of Eq. (6):

«2ex)min = 3900

For the reasonable loop diameter of 4.2 cm which produces (aLs = 50 Q, the external Q will be
twice the minimal one and increasing the loop diameter by a factor V2 to 6 cm we will approach
the minimal value to within 25%:

However, much lower values of Qtx can be obtained from the same loop at the price of some
more sophistication.

4.2 Resonant coupling

In the simple non-resonant approach <2ex has a lower limit, since part of the induced
voltage is lost as voltage drop across the internal impedance. But this impedance is not resistive
as in ordinary generators. For a coupler it is a pure reactance and, in contrast to a resistance, a
reactance can most easily be compensated by an opposite one, at least at certain frequencies.

For a loop coupler the simplest measure is to connect a capacitor in series with the loop
[10]. If we do so for the 6-cm diameter loop we need a capacitive reactance of lOOQ at
352 MHz. From 1/(<DC) = 100 Q we obtain C = 4.55 pF. Such a capacity is small enough to
be easily realised in practice. The result of compensation is often spectacular. In our example,
adding the capacitor would divide the external Q by 5!

eex=iooo

And lower values are within reach as the following discussion will show.

4.2.1 The damping limit for resonant coupling

With the compensation condenser added we have the equivalent circuit of Fig. 12.
Evidently now, at the mode frequency, we can increase the extracted power, and hence the
damping, if we reduce R (e.g. by connecting a A/4 transformer between condenser and
transmission line) and, in reducing R to zero, it appears as if in the limit Qex = 0 could be
obtained. On the other hand, with R = 0 there are no losses in the system, and Qcx must be
infinite! To remove this contradiction we have to realise that, in adding the compensation
condenser, we transformed the coupler itself into a resonator with its own quality factor Qco =

(dLs/R and tuned to the mode frequency. Figure 13 depicts the situation in representing the
mode by a parallel LC-resonator which couples via the mutual inductance M = ZCVLVL, to the
loop, k is the coupling factor and it follows from the definition of M that the flux of cavity
field through the loop is
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Fig. 12 Capacitive series compensation of
loop inductance

M

mode coupler

Fig. 13 More realistic representation of
coupling

We will now express the previous formulae in a coupled-resonator notation and this will help to
see the limit of their range of validity. Using 0.5 L I2 = U we get

O2 = k2Ls • LI2 = 2k2LsU (8)

With P = 0.5 V0
2/R we have now

_ 1 (co<E)2 _ 1
p = —

2 R 2 coLr
Qcc

and substituting from (8) gives

/ /now aU/P = <2ex then

(9)

Equation (9) does not give anything new. It still predicts infinite damping for infinite coupler
Q. But it is written in the language of coupled-resonator theory which says that for R = 0 the
presence of the coupler resonator will simply split the cavity mode into two, with frequency
difference Af=kf.

On the other hand, modes of a coupled system are sensitive to perturbations. Damping is
one of the possible reasons for perturbations and splitting disappears when kQC0 < 1.
Substituting this into (9) will give a reasonable estimate of the minimal external cavity Q that can
be produced with this resonant coupler technique.

(10)

In our LEP cavity example, with the loop of 6-cm diameter we have Ls ~ 46 nH and, for a
stored energy of 2.9 Ws, a magnetic flux of = 11.3 10*6 Vs through the loop. Using (8) we
calculate a coupling factor of ~ 2% and



241

The coupler Q must then be 50 too and this requires a resistive termination of 2Q. In designing
couplers for HOM damping one hardly would go to such an extreme because the coupler
bandwidth becomes too small and about one coupler per mode would be needed!

4.2.2 Fundamental mode filter requirements

As mentioned earlier coupler constructions based on transmission line techniques have to
use a filter to suppress coupling to the fin. This appears to complicate the design but the filter
can always be integrated into a reactance compensation scheme. For instance, if in Fig. 12 an
inductance L = Ls is connected in parallel to C, then a stop filter for the FM at ©o is formed
(see Fig. 14). But at higher frequencies the filter reactance becomes capacitive to compensate
the loop reactance at V2G>O- More general for this circuit, if the HOM frequency at which we
want compensation is at coc then L and C are given by:

§ ) , (11)

Voltage and current in the filter may reach high values. To illustrate this point we do the
'tentative design1 of a LEP cavity HOM coupler compensated at 500 MHz and using a loop (as
sketched in Fig. 11) with 3-cm diameter and 4-cm length. Then at 352 MHz (OLS = 50 Q and,
since 500/352 = V2, L = Ls. At an accelerating gradient of 6 MV/m the equatorial magnetic
cavity field is 24 mT and induces the voltage Q)4> = 37.5 kV, which drops across the filter
condenser C and drives a current of / = 750 A through L. If C has a gap of 3 mm, (a bigger
gap could lead to multipacting), a surface field of 12.5 MV/m results and if the conductor
carrying /has a diameter of 3 cm a surface magnetic field of =10 mT will be produced, values
comparable to those in the cavity! Construction from superconducting materials using cavity
assembly and surface preparation techniques is mandatory.

Two of the four HOM couplers of the CERN 5-cell 500-MHz prototype sc cavity, built
for beam tests in PETRA at DESY, were of this type [11]. An outline of their geometry is
given below in Fig. 15. With a coupler (2=2 they produced external Q values = 40000 and
were operated up to accelerating gradients of 4MV/m (limit due to a cavity quench).

;** cable connector

C —

Fig. 14 Resonant HOM coupler with Fig. 15 Outline of resonant HOM loop coupler
fundamental mode stop filter with FM filter

However, this approach was not further pursued for two reasons. Making an opening at
the cavity equator causes local field enhancement just where the FM B-field has its maximum,
and putting the coupler at the maximum in turn causes very high field values in the coupler's
filter. Looking for a coupler position with smaller FM field and above all a more favourable
ratio of HOM to FM fields, & position on the beam tubes of the cavity was identified as optimal.
The TMoi mode being in cut off, damping in the beam tube then acts as a prefilter for the FM .

4.2.3 Couplers on the beam tube with several resonances

Another feature of the last generation of HOM coupler designs is that they are tailored to
be resonant at several frequencies. Figure 16 illustrates for the LEP cavity the distribution of
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HOM with significant R/Q values. As we see, high R/Q HOM come in three clusters around
480 MHz, 650 MHz and 1.1 GHz, so at these frequencies should be resonances of the HOM
coupler. A heuristic approach leading to a coupler with the required three resonances is the
following. First realize that 650 and 1100 MHz are nearly harmonic and that a transmission
line resonator of length A/2 at 650 MHz with shorts at both ends would have a second
resonance at 1300 MHz.

350 450 550 650 750 850 950 1050
Mode frequency in MHz

Fig. 16 The high R/Q HOM of the LEP cavity

Replacing the shorts by small inductances L\ & La, (and L\ would be the coupling loop),
we can move these resonances nearer to each other. A third lower frequency resonance finally
is obtained by connecting the termination R (see Fig. 17) via a capacitor C to Lj. L2, C and R
then form a second resonator, which shares with the line resonator the common element Li. In
other words: the two resonators are coupled, allowing to split the original 650 MHz resonance
into two.

R

transmission line ca.A/2 long

Fig. 17 Circuit of a transmission line coupler with three resonances

The HOM couplers [12] used at DESY in HERA and more recently in the TESLA [13,14]
project, as well as at CERN on the LEP Nb-Cu cavities all use this approach. As shown in
Fig. 18 the HERA coupler has a small antenna added to the loop so that coupling to electric
cavity fields is enhanced. The FM filter is in the back of the coupler, parallel to L2, forcing a
voltage zero across C. In CERN (see Fig. 19) the filter has been moved to the front in
returning 11 via a capacitor to ground. In this way coupling to FM E-fields is eliminated.
Also, to avoid magnetic coupling, the loop is perpendicular to the cavity axis. HOM coupling is
electric for the longitudinal modes and predominantly magnetic (to their Bz in the beam tube) for
the dipole modes. This modification made it possible to have a demounting flange, which has
to carry only the HOM power. In fact, for a successful fabrication of sc cavities by sputter-
coating [15], demountability of couplers is a precondition.
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Fig. 18 Scheme of the HERA HOM coupler

to cable
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Fig. 19 Demountable coupler for sputter-coated LEP cavities

At SACLAY and CERN it has also been found that letting a loop protrude into the beam
tube is another way to get sufficient coupling to the E-fields of the longitudinal (TMo^n) modes.
This is an interesting variant since it is simpler to fabricate and has been chosen for the LEP
cavities. A schematic drawing together with a table of external Qs is given in Appendix A.

4.3 Design aids

The equivalent generator approach combined with a circuit model of the coupler lends
itself readily to making meaningful estimations of mode damping. One ingredient is a
calculation (by a network analysis code) of the real part of the coupler's input impedance for
probes (or admittance for loops) including into the network the coupler's Cs (or Ls
respectively).
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The second ingredient is an estimation of the probe's short-circuit current IQ (or the loop's
open-circuit voltage Vb) with the help of a cavity code which gives the stored energy U and the
fields E and H at the coupler's location. We assume that these fields are not too much perturbed
by the presence of the coupler, and estimating the integrals of (2) and (3) we have all the needed
information to calculate g

During the conceptual design phase of a HOM coupler it is most useful to plot the
calculated real part of the input impedance (or admittance) against frequency to identify the
position of maxima (resonances) and their relative height. After building hardware models such
'sensitivity' curves can be verified in measuring the transfer function between a small loop or
probe (which replace the cavity field) and the coupler's load as illustrated in Fig. 18.

More recently a code (HFSS) has become available which, with the exclusion of the
interaction region between coupler and cavity fields, allows one to calculate the s-parameters of
a complete hardware model. Using it greatly facilitates the translation from the circuit model to
the final RF structure.

5 . THE HIGHER ORDER MODE POWER

Obviously a good knowledge of the HOM power is needed if one has to decide on the
size of the couplers and of cables, connectors and vacuum feedthroughs which serve to connect
the couplers to room temperature loads.

5.1 Beam with sinusoidally varying linear charge density

To calculate the RF power (Ref. [16] contains a more general treatment of the subject)
from a particular mode with frequency (Om first imagine a beam with sinusoidally varying linear
charge density which passes an AC current / with frequency CD through a reference plane of the
cavity exciting oscillating fields of the same frequency. If co is in the vicinity of co^ this mode's
field will predominate with an amplitude depending on co as typical for a resonance, i.e.
reaching at co = co^ a maximum proportional to /. We may measure the accelerating effect of the
field by test charges (which have the same speed v « c aas the paticles of the beam) and call the
factor of proportionality between the found accelerating voltage V and / (at co = com) the
effective shunt impedance R.

V = RI (12)

R in turn is proportional to the loaded Q of the mode and we call the factor of proportionality
(R/Q).

( T>\

(13)

The method used to define V implies for the power Pm lost by the beam at resonance to the
mode's field:

using (12) it follows that

But conservation of energy demands that Pm is equal to the power dissipated in the cavity walls
and in the HOM coupler load
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P«ss = Pm=-— (14)

Further by definition

~ cot/
Q = ̂ ~ (15)

where t/ is the stored energy of the mode. Combining (11), (12) and (13) gives:

(R) IV2

Using a cavity code (SUPERFISH, URMEL, MAFIA...) (R/Q) can be calculated from Eq. 16
for all non-propagating modes and Pm could be determined for given / and Q But it is more
important to realise that all these equations map on the circuit equations of a parallel LC-
resonator (see Fig. 20) to which the beam current is connected in the form of a current source
and which has l/(comC) = (R/Q).

Kt)

Fig. 20 Circuit model of beam-mode interaction

Trusting the equivalence between circuit model and mode we can now determine the
response of the mode to other beam current forms.

5.2 Response to a single bunch

For a point charge q passing the reference plane at t = 0 the beam current has the form of a
single 8-current pulse.

Such a pulse charges the condenser discontinuously to the voltage q/C which, if the condenser
had no charge before, is the initial amplitude of a subsequent./^? oscillation:

V(t) = q h{t) with h(t) = Se1 1

u(t) is the unit step function.

With the filling time 7):

Further, for a linear system such as the circuit here and any beam current I(t)
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V(t)= $I(x)h(t-x)dx

yt °°
and for our h(t): V(t) = — J I(x) u(t - 1 ) e'^dx (17)

We now examine a .swgte beam-current pulse I(x) and V(Yj at times t when the current has
returned to zero. During the pulse then u(t - x) = 1. Also, in accelerators the beam current
pulses are very short compared to 2Q/(dm. So it makes no difference if we neglect the
attenuation and replace the integral in (17) by

This is the Fourier transform of the current pulse I(t) at (Om. A single gaussian bunch of charge
q with

has the Fourier transform

(ox?)2

/ (©) = qe 2

and after the passage of a single gaussian bunch

V (18)

^ = <oJ~k 2 ° (19)

5 .3 The HOM voltage due to a bunched beam

We may now go a step further and try to determine the response to a beam made up of
bunched charges q which, passing through the reference plane, constitute a pulsed current with
period Tt,. In a steady state the excited oscillations must have the same period T\,. On the other
hand, in between bunch passages the mode oscillations must be free oscillations i.e.
representable by a phasor V turning with angular speed a^.

Formally, we may turn this phasor back or forward to the moment of the last or next
bunch passage and in this way construct phasors V+ and V. . Further, to have the required
overall periodicity with T\,, at the moment of a bunch passage, the accelerating voltage induced
by the bunch must update V. to become V+. Central to the derivation is now that, due to the
linearity of the circuit, this updating voltage must be Vf,. Writing complex quantities with a
tilde:
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but also V_ = V+eyTb

I-*1

and for the time interval of free oscillations:

e*
V{t)=Vb-?—T for 0<t<Tb

l-e1 "

5.4 The HOM power from a bunched beam

V(t) drops across the shunt impedance R , causing in average the dissipation

Pmode is furnished by the bunched beam. Substituting (20)

Tb JL
T

fmode = — : ^2 J e '' dt

using x = & = ^ 5 ^ - and 5 = (HmTb (modulo 2K )
Tf 2(2

1we have 11 - exp(y7^)1 = 1 - 2 cos 5 exp(-x) + exp(-2x)

And evaluating the integral we obtain with R = Q(R/Q) the result:

Tb

km is called the loss parameter [16] of the mode at oom

1 (R\ -

(20)

. p. (1 - exp(-t))(l + exp(-x))
where Ft,8 = - \ f ,A . P^ , ^ . (22)

1 - 2 cos 8 exp(-t) + exp(-2t)

For gaussian bunches of charge q and substituting from (19)

^ F ( T , 8 ) (23)

( 2 4 )
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The pulsed current of a bunched beam corresponds to a spectrum of discrete lines at
distance 1/Tj, which has the Fourier transform of a single pulse as envelope curve. 8 = 0
(modulo 27i) means that com coincides with one of the spectral frequencies. At 5 = K the mode is
just in between two spectral lines. Figure 21 shows a plot of F(T,8) for these two cases. Note
that F(T,7t) = 1/F(T,0). F is plotted against 2/t = 4Q/((OmTb).

10

F(tau,
• » — • •

y
F(tau,(

»)

>

I i

/

y

8 2/tau 10

Fig. 21 F(t,0) and F(T,TC) plotted against 2/T =

5.4.1 The strong damping limit

Whatever the 8, for increasing damping (increasing x) F approaches one, and PmOde
becomes

(25>

In the limit each bunch of the beam sees an "empty" cavity and we conclude that the bunches
now loose an energy kmq2 to each mode. For strong damping of all HOM the expression for
the total HOM power thus must have the simple form

HOM
(26)

with (27)

If the beam is kept on the cavity axis where transversal modes have no accelerating field, only
longitudinal modes contribute to k. Codes like TBCI and ABCI allow one to calculate the km

and their sum, even including the frequency range where modes propagate.
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5.4.2 The weak damping limit

If x = 0.5(£>mTi/Q is small enough to approximate exp(-t) by 1-t then we can simplify
setting:

^ 2

Formula (21) now takes the form

•mode

The expression in brackets is the intensity of the beam current's spectral line at com. Calling it

the beam's RF current at co^ we have:

We arrived at a formula rigourously valid for a single harmonic current source and conclude that
used for a bunched beam this approximation is better the smaller the mode's loaded bandwidth
compared to 1/7V

5.5 Choices of damping

As we have seen, for a bunched beam we can never reduce the HOM power to zero. The
lower limit of power given by (26) is the higher the smaller the number of bunches circulating
in a machine for a given average DC beam current IQ = q/T\,. In fact, by substitution of 7o into
(26):

IboM=kI$ Tb (29)

Small numbers of bunches also produce a dense spectrum of beam lines, so the scatter of HOM
frequencies due to dimensional tolerances of cavity production may become comparable to 1/7 .̂
It is then impossible to avoid resonances between modes and beam lines and filling times 7/
should be made equal or smaller than Tb at least for longitudinal modes with significant (R/Q)
values.

On the other hand, if high numbers of equally spaced bunches circulate in a machine it
may be possible to detune high (R/Q) modes from beam lines and weak damping gives an
advantage, provided beam stability requirements allow high external Q values. In all these
cases the resulting loaded Q will be many orders of magnitude smaller than the Qo of modes in a
sc cavity. So HOM dissipation in the cavity walls will be negligible compared to the dissipation
due to the generator driven fundamental mode.

6 . THE FUNDAMENTAL MODE POWER COUPLER

6.1 Matching

Power couplers must have specified properties only near to a single frequency. In this
respect they differ considerably from HOM couplers, which in general have to cover broader
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frequency ranges. Also, at least for the applications developed so far, they must couple only
loosely to the fm. If again we measure coupling by an external Q, values smaller than 1E+5
will hardly be needed and reactance compensation techniques to enhance coupling are not
required, rather 'matching' is required.

The concept of matching comprises measures which, by an appropriate choice of
impedances, optimize the generation and the transport of power. A simple high power RF
system has three building blocks: the power amplifier, a line (transmission line or wave guide)
and the load. We then want to minimize power losses on the line. This implies that power is
transported by a pure traveling wave and so the line must see a load equal to its wave
impedance. In most cases, to realise this condition, we need to connect special impedance
transforming matching devices between the line and the load proper and to produce a 'load
match'is one of the functions of the power coupler.

Another matching task is at the output port of the power amplifier which, for best
efficiency, must work on a tightly specified resistive termination. If lines of standard wave
impedance ZQ are used, the needed transformers form part of the amplifier circuit. The system
is now in a state where it works with highest efficiency, but more matching can be done to
improve its behaviour in the presence of load matching errors. The problem is that klystron and
tetrode power amplifiers have an internal or 'source' resistance, which may be an order of
magnitude higher than their optimal load resistance. Hence, looking back to the amplifier, the
line is not matched. This has the consequence that reflections at the load are back reflected from
the amplifier adding to the forward power which thus depends on the load. Matching at the
amplifier side of the line is called 'source matching'. At microwave frequencies a convenient
way of source matching is to connect a circulator between amplifier and line. For a fixed drive
power to the amplifier the forward power is then independent of load matching errors.

6.2 Matching the external Q

The load to which a power coupler shall match is a special one: The FM of a sc cavity,
which exchanges energy with the bunches of a particle beam. If we represent the mode by a
parallel LC resonator (with cocL = 1/(©CC) = (R/Q)) then the beam is a current source connected
to its terminals. In the discussion here, which focuses on matching, it is sufficient to regard the
coupler as an impedance transformer for the wave impedance ZQ of the line, so that looking
from the resonator to the line we see a transformed wave impedance Z (see Fig. 22).

/ h

z =
/refl

Line Cavity

Fig. 22 Line with attached equivalent circuit of loss-free cavity and beam

If this line is source matched then, seen from the resonator, its input impedance is also Z,
producing as external Q

Q = (acCZ={R/Q)^Z (30)

We will now assume that the resulting bandwidth A©c = (d/Q is small compared to the bunch
frequency. With the resonator tuned near to one particular line of the beam current's spectrum
the voltage due to all other lines may then be neglected i.e. the current source in Fig. 22 can be
thought of as emitting a sinusoidal RF current of frequency cog) identical to that of the RF
power generator.
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In the following derivations we will write complex variables (phasors) with a tilde, their
modules (amplitudes) and other real quantities without.

The circuit equations are here:

and /forw ~ 'refl = / = h + h (31)

2^forw = (Jforw + Aefl )+Ic+Ib

but /forw+/
refl=(Vforw + V r e f l ) / Z = y / Z and IC = V/ZC

where * {^-f^f ( 3 3 )

Equation (32) is a relation between phasors in a complex current plane. If now we wish to
represent (32) by SL phasor diagram, we are free to define the time zero and thus to decide which
of the phasors shall be collinear with the real axis.

• Accelerator physicists often declare the RF beam current as real. In fact it appears
natural to regard bunch charges as real quantities and hence also the resulting beam current.

• Circuit analysis usually takes the generator signal, here the forward current, as
reference and regards it as real.

• For people who develop sc cavities, the accelerating voltage is a main concern.
Regarding it as the reference has advantages. The cavity current Ic (since we neglect cavity
losses) is now an imaginary quantity for any tuning and the angle of the RF beam current
phasor gives directly the synchronous phase <E> if we use the convention to count it from the
crest of the cavity voltage. But the forward current now is in general complex and the
expressions which relate forward and beam power are under general conditions, rather
complicated.

In the following we need to find the optimal conditions for power transfer to the beam.
We regard an 'accelerating station' i.e. a group of cavities which, from a power divider, all
receive the same forward power. Also, the distance of cavities on the beam axis has been
chosen to make for all of them the beam current phasor equal in amplitude and phase which,
referenced to the forward current, is called 'station phase*<p. Under these conditions it is most
convenient to regard the forward current as a real quantity, as in the phasor diagram of Fig. 23.

Since Z is real but Zc imaginary, the phasors VIZ and VI Zc are at a right angle and
meet on a circle which has 2/forw - 1 \ , as diameter. Figure 23 represents a non matched
situation: both cavity detuning and coupling are incorrect. To match we first retouch the
detuning so that V becomes collinear with /forw (the line "sees' a real impedance). The result
is shown in Fig. 24:

Ic = V/Zc now compensates the imaginary component 1^ of the beam current and if we
substitute Zc from (33) we get the detuning condition
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^ * * ' Han/

\ ^
1

/ '
;

i

X
• /^

1
1

= O<0

N
v/z /forw

Fig. 23 Equation (32) in a phasor diagram F iS- 2 4 Phasor sum for a correct cavity
representation detuning

(34a)

or (34b)

is equal to the loaded 3dB bandwidth Acoc if the line which feeds power to the cavity is
source matched. When (34) is satisfied, station phase <p and synchronous phase <E> (measured
from the crest of the cavity voltage) become equal.

If the detuning condition is met, Eq. (31) reads:

and to obtain zero reflection we have in addition to satisfy /forw = 7^r. But for zero reflection
we have also V = Vforw . Thus (since Zm = (R/Q)Q):

V = = /forw

Solving for Qm and using 2Pb = obtain the condition in a more practical form:

0 - l -
Qm~ 2

-1 (35)

Pb is the power transferred to the beam. Note that, for a given cavity voltage amplitude, Qm

depends only on Py and not on the particular combination of beam current and synchronous
phase angle which produces Pb. The phasor diagram for the matched case is shown in Fig. 25
below:

v/z

Fig. 25 Phasor diagram at the match point
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Example:

The cavities in LEP2 work at 10.2 MV (6 MV/m) and transfer 120 kW to the beam. With
(R/Q) = 230 Q, we calculate from (35) Qm = 1.9E6. The corresponding 3 dB bandwidth is
187 Hz. The RF beam current is 28 mA and the synchronous phase -32.8°. Measured in units
of half a bandwidth the required cavity detuning is then 0.64 .

6 .2 Matching error analysis

In the following we will use a more formal way of analysis to discuss also the
consequences of matching errors. Introducing normalized values of detuning, beam current
and cavity voltage:

-(oc)
= Q\-JL £_\\ 8 C> «ft=T-*-=»6r+Jto and V=

0.5A0)c ')c forw

and solving (32) and (33) for V we get:

l+)d

and calculate from V the reflection coefficient p .

* T 7 T r

Let the cavity detuning at which V and p become real be do. At do the expressions in the
denominator and nominator of (36) must have equal phases:

dp _ ibi

1 2-ibr

and if we substitute this result back:

v = (2-ibr) (38)

and p = 1 - ibr

Evidently complete matching is obtained if, in addition iod = dot also ibr = 1.

Finally, to evaluate also for the general non-matched case the power Pb transfered to the
beam we determine l-lp|2. From (37):

|pP = (l-krfHd + JK? (4Q)
l + d

EL . ,.|pp = V (41)

P is the forward power needed to transfer Pb to the beam.
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6.2.1 Coupling errors

Let us now compare two cavities of the accelerating station. One, the reference cavity,
shall be matched i.e. have (Pm is the forward power and Ibrm the real component of the RF
beam current phasor):

'brm =

and 2Pm=Vm/JZm

The second cavity shall be correctly detuned (d = do) and sees the same RF beam current. But
with Z ^ Zm it will receive from its line a different value of forward current and of forward
voltage:

Morw ~ '~ *brm
'forw

and

Substituting into (39) and (38) we find for the second non-matched cavity:

p = l -

and for the ratio of cavity voltages:

(42)

(43)

From Pb = (1 - lp|2) Pm we verify that (43) also describes the ratio of powers transferred to the
beam. Pb does not vary strongly with Q. ¥oxQ/Qm = ̂ 2 we find PyPm - 0.964.

A more serious consequence of a coupling error is increased voltage in the coupler's
transmission line. Vren adds to Vforw to form a standing wave pattern with voltage maxima of
Vmax = (1+lpO Vforw ^ e r e w e m u s t differentiate between two cases: overcoupling, Q < Qm,
and undercoupling, Q > Qm:

1+P =
Qm when Q<Qm

Q/- when Q>Qm
(44)

Present day couplers work at field levels far below those found in cavities. So, why is
increased voltage a problem? The answer is that, in contrast to sc cavities, power couplers may
be plagued by multipacting discharges within their operating power range and that, in the
presence of mismatch, the forward power at which a given multipacting resonance is met,
becomes reduced by (1 + Ipl)2.

Example:
If, with the important mismatch of Q/Qm = "V2, one sends 120 kW to the cavity one loses only
the moderate reflected power of 4.3 kW. But multipacting levels up to an equivalent power of
170 kW are now within the operating range of the coupler!
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6.2.2 Beam current changes

We now change the real component of the RF beam current from 7brm to Aw and
simultaneously, by a servo loop, the forward power from Pm to P so that the voltage of the
reference cavity stays constant. Equation (38) then gives the condition for the changed forward
current:

yforw
= Vm=IhTmZm

or ~ *b (45)

and remembering that /brm = (Jforw)m we have

'forw =

it follows that -1 = I i+i-
1 m 4 /,brm

(46)

(47)

There is now a standing wave also on the transmission line to the reference cavity. To
know its maximal voltage we again calculate (l+lp|)Vforw. From (39) and (46), after some
algebra (see Appendix B)

Vmax=(Hp|)

l'torwjm
when /b r < 7brm

'br

*brm
)m when/b r>/

(48)

brm

Evidently, to avoid increased voltage, coupling has to be correct for the highest expected beam
current.

6.2.3 Beam current changes and coupling errors combined

Finally, applying P to the second cavity (which has Q *• (2m) w e have the forward current
(more details in appendix C):

'forw ~ Vz
1 m
2Z | -r ;brm-

•'m ibr_
'brm.

(49)

and •Torw ~
••m

(50)

Substituting (49) and (50) into (38) we obtain the generalised form of (43):

(51)
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Note, that as a consequence of equation (51), for /t,r < /brm and undercoupling (Q > Qm) the
cavity field becomes higher than the nominal one. This is illustrated in Fig. 26 below, taking
the LEP cavity with its nominal gradient of 6 MV/m as example. The used range of Q/Qm

corresponds to what is found in practice for the present fabrication methods of cavities and
couplers.

MV/ra

Qm= 1.!

^ *

8E6 ; Ibm = 28 mA ; Ihi = -32.8 ieg

5 1

Ib = 0

, '
Ib = .5 Ibm

1 .
Ib = Ibm

0.7 0 9 Q/Qm 1.3

Fig. 26 Coupling dependence of the cavity field for three different beam currents

6.2.4 Tuning errors

All the cavities in an accelerating station have independent tuning loops so, in steady state
conditions, tuning errors are insignificant. The situation is different for fast perturbations.
Tuner constructions available for sc cavities, since they change the length of the cavity, are
rather limited in speed. Even the fastest designs, using magnetostrictive rods, cannot tune out
vibrations or beam current changes with frequencies above 10 Hz. It is then necessary to
change the phase and to increase the amplitude of the forward current to keep the cavity voltage-
phasor constant which, for a calculation of the now required additional forward power, forms
the most convenient reference of the phasor d;agram in Fig. 27.

I lq = h + /bi

Fig. 27 Same diagram as in Fig. 25, but here VIZ is the reference

Note that here, since we decompose in the direction of V, the values of Ibr and 1^ are
different from those in Fig. 25! With Iq = Ic + hi we now read from the diagram (Iq is a
measure of the deviation from correct tuning):



257

(2/fOrw)2= ( f + 'br

it follows P = H/forwr Z = j \ \ ^ + /br I + V > (52)

Evidently, for given cavity voltage, RF beam current and synchronous phase (i.e. beam power)
the required forward power P depends on Z (coupling) and Iq (tuning) and to minimize P we
have to satisfy the two equations:

= 0 (i) and JLp(z,/ ) = 0 (ii)
\J 1 Q \J£-t '

or Iq=Ic + Ibi=0 (iii) and /J+/£_[_] =0 (iv)

Satisfying (iii) and (iv) we have a match and the minimum minimorum of the forward power.
But with a tuning error, Iq * 0, we still can obtain a relative minimum of the forward power by
satisfying only (iv). We find the optimal coupling under such conditions to be tighter than the
matching one:

f i>\ \ 7A T/

(53)

We now can imagine two scenarios. In the first we had not foreseen a tuning error and matched
at a nominal beam current /brm i.e. we had chosen Z = V/Tbrm- Substituting this value of Z into
Eq. (52) we get:

and normalising by the beam power in matched conditions, Pbm = 0.5VIbTm, we obtain a more
general form of Eq. (47):

Af r \ 2 f T \2)
(54)

^bm

Iq is related to the deviation df from correct detuning. To first order /̂ tfbrm = 2d//A/ where A/
is the loaded 3 dB bandwidth.

Example:
Recently it has been realised [17] that operated at 6 MV/m the LEP cavity suffers from a
ponderomotive mechanical oscillation [18]. These oscillations may be suppressed by operating
the cavity on its resonance frequency i.e. with o)c = &g. But then Ic = 0 i.e. Iq = l^ and at the
nominal beam current Ibm:

o i f . (r \2\ :,
= l + -tg (b (55)

Now for Pbm = 120 kW and <D = -32.8° P = 132.5 kW and (1 + lpl)2P = 225 kW.
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In the second scenario we know lq in advance and choose Z = Zom- For zero detuning we
have Zopt = V/Iy and the phasor diagram forms an isosceles triangle. Below the LEP example
(O = -32.8°) is illustrated.

Jforw

Fig. 28 Phasor sum for zero detuning and optimal coupling

The synchronous phase is now two times the station phase. Substituting Zopt into (52) we find:

P= Iv7 fc(l + cos«>) (56)

6.2.5 Tuning and coupling errors combined

Finally we will try to visualize what consequences coupling errors have if the cavities of
an accelerating station are kept at resonance (coc = co»). Here right from the start we had to use a
direct numerical approach: First for a reference cavity with Q = Qm = 1.88E6 and <I> = -32.8°
the station phase <p was determined by solving (36) numerically. Remembering that (p and P are
the same for all cavities in a station we then can proceed to determine $ and Pj, for cavities with
different external Qsin using (36) and (41). The results are shown in Fig. 29. In contrast to
the case of correct tuning the synchronous phase (the phase angle difference between cavity
voltage and RF beam current) now depends on cavity coupling and rises with increasing
external Q. Undercoupling thus leads to a sharper increase of power reflection and at the upper
limit of the external Q range the equivalent travelling wave power (l+lp|)2 P rises to 280 kW.

6.3 Hardware considerations

Power couplers for sc cavities are normal conducting (nc) devices. Hence their designs
could take over many features of earlier constructions for nc cavities. Such couplers may be
subdivided into three functional units: first the coupling element proper, probe, loop or coupling
iris. Second a ceramic window which seals off the cavity vacuum while letting through the RF
power. Third a transition piece to the standard wave guide of the power distribution system.

Couplers for sc cavities have one element more to bridge the gap between room and liquid
He temperature while keeping, compared to the cavity dissipation, the heat flux into the He bath
small. This thermal transition is a length of guide or line where special care has been taken to
minimize both the metal cross-section and thermal conductivity by using copper-plated stainless
steel. In addition, cooling with cryogenic gases (He or N2) is employed to intercept heat at
discrete points or continuously in a counter current-flow fashion, very similar to the current
leads for sc magnets.

For powers around 100 kW and frequencies around 400 MHz wave guides have
unnecessarily large cross-sections. So the coaxial line geometry is the preferred ending, to
avoid heat conduction by the inner conductor, in an open circuit as the probe which couples to
the electric cavity field within the cut-off tube near to one of the cavity end cells. Thus from the
inner conductor only heat radiation can reach the He bath and its operation even at room-
temperature becomes feasible if no cold window is employed.
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Use of such a second cold window (at = 70 K) was the rule in earlier coupler
constructions [19,20]. It was felt that only in this way the sensitive sc surfaces of the cavity
could be protected if, under the action of the RF fields, gas molecules would be desorbed from
6warm parts of the coupler and especially from its first room-temperature window.

With the argument that the thermal transition piece should act as an efficient baffle, later
[21] only the warm window was kept4 allowing the use of window constructions with a proven
performance from copper-cavity work. Figure 30 shows the LEP power coupler as an example
of this approach. Window and 'door-knob' transition to a waveguide are taken over from the
coupler for the LEP copper cavities.

Qm = 1.88E6 ; P - 13Z46 KW , phi - -14.9 deg

140-

Equivulenl coupler power in KW

Beam power in KW

0.9 Q/Qm 1.1 1.3

Fig. 29 Influence of coupling errors for LEP cavities
operated at resonance

Fig. 30 A LEP power coupler with
50 SI coaxial line

6.4 Conditioning

Applying for the first time higher powers to vacuum RF devices is often a very delicate
operation. In fact, if the power is raised abruptly one risks provoking violent discharges which
may destroy the device. Two phenomena combine to create this danger. The first is the

4 The developments for the 1.5 GHz TESLA very-high-gradient sc linac, to be operated at 1.8 K, have
reintroduced a second 70 K window as heat shield and to seal the cavity at an early stage of manufacture against
dust particle intrusion.
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presence of adsorbed layers of gas (predominantly H2O) molecules on RF boundary surfaces.
The second is the existence of electron orbits which, starting and ending on surfaces, become
self replicating at certain field levels. If now at such a kinematic "multipactor" resonance an
initial electron has an impact energy high enough to release more than one secondary then an
avalanche occurs with a proportional increase of gas desorption. If the process is not controlled
the local gas pressure may rise to the level where ordinary gas discharges set in.

But gas desorption is not only a danger. It is also the effect which makes "conditioning"
possible. In fact, the secondary emission coefficient of a copper surface (and similarly for other
metals) decreases when H2O layers are removed [22], so multipactor discharges have the
tendency to eliminate themselves. To make a discharge disappear one only has to "tickle" it
long enough, taking care that pressure bursts do not rise into the unsafe region above
10-7 x o r r

6.5 Deconditioning

Couplers for copper cavities are conditioned together with the cavity. Couplers for sc
cavities need more elaborate procedures. Their operation is often plagued by the reappearance
of multipactor discharges (deconditioning). This is caused by the baffle action of the warm-
cold transition [23].

It has been shown that multipactor orbits in coaxial [24] lines with wave impedances
bigger than 50 Q start and end on the outer conductor alone which, acting as a cold trap, is
unfortunately also the zone to where molecules liberated in the warm window area are
cryopumped. Multipactoring recreated in this way is very difficult to condition. Probably
molecules desorbed by electron impact are only partially pumped away, the remainder is re-
adsorbed at cold surfaces nearby.

To alleviate the problem of deconditioning, power couplers for sc cavities are, after a
thorough bake out at 200°C, preconditioned on a separate room-temperature test stand and only
then transferred to the cavity. Since, during this last operation, contact with humid air is
unavoidable LEP couplers are subsequently baked a second time in situ. The window is heated
to 200°C for 24 hours. Only then are the cavities cooled and RF power applied for the final
conditioning.

As a further safeguard against the reappearance of multipacting the LEP coupler has been
fitted with condensers [25] which isolate the central conductor of the coaxial line for DC
voltages but let the RF power pass. So, if required, a bias voltage can be applied [26]. It has
been found that a bias of 2.5 kV suppresses all multipactor resonances up to a travelling-wave
power of at least 200 kW.

Finally, since multipactor resonances belong to certain £-field levels at the outer
conductor, power flow before multipacting sets in will be the higher the smaller the central
conductor's diameter. With respect to multipacting characteristics the conventional choice of a
50 Q wave impedance is not optimal. In consequence the LEP power coupler's antenna
diameter recently has been reduced from 45 mm to 30 mm which corresponds to ZQ = 75 Q.
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APPENDIX A

r 50 OHM cable

Window

liquid He

— demounting Flange

Beam Tube

Fig. 1 Geometry of the HOM coupler used in LEP

Table 1
Damping of significant HOM with two couplers per LEP cavity

./7MHz

Mode

(R/Q)A1

Qcx

461

TE1U

18

17000

476

TEH 1

15

14 000

506

TMno

20

5600

513

TMon

13

5700

639

TMH1

56

7000

688

TM1H

25

1000

1006

™0l2

16

2000

APPENDIX B

From

\ 'forwJ

we obtain 2/ fo rw = /b r m + /b r

and using Eq. (39) from the main body of this lecture

(Bl)

(B2)
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2 / f o r w 2 / bwehave p = l — ^ - = 2 / f o r w 2 /br _
2/'forw

and remembering that 7bnn = (/forw)m we get

7b r m + 7br

'brm "•" 'br 'forw **

2 / b r _ 7br

'br 'brm

|p|)Vforw =

^ when7b r<7b r m

when 7br > 7brm

when 7br <

J

hrm

APPENDIX C

From the main body of the lecture:

V = Vc 1 2 - ^ b r
v vforw z ,

V. yforw

and

and

12Z 2VZ 2VZ ~ 2 brmV Z

'brmy1
'forw

it follows that 7forw = - 7brm 7b mJ

and V —rforw ~
,Zm 1
Z ~ 2 ••m 'brmj

substituting (C4) and (C5) into (Cl):

'm -m

/br /br U
_ |_

'brm

(B3)

(B4)

(B5)

(Cl)

(C2)

(C3)

(C4)

(C5)

(C6)
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CRYOGENICS

Jorg Schmid
CERN, Geneva, Switzerland

1 INTRODUCTION

The subject of this Accelerator School is Superconductivity in Particle Accelerators.
Superconductors are characterised by a high degree of order in their electronic system: it is due
to this high degree of order that superconducting electrons can travel as a perfectly ordered
assembly through the crystal lattice without transferring energy to it. Using the terminology of
thermodynamics, we say that the assembly of superconducting electrons is in a state of zero
entropy.

Cryogenics is the art of creating states of low, even zero entropy. Cryoplants are entropy
pumps that extract entropy from the system to be cooled and discharge it to an environment at
higher (usually ambient) temperature, just as vacuum pumps extract gas from the system to be
evacuated and discharge it to an environment at higher (usually ambient) pressure. Both
cryoplants and vacuum pumps require an external supply of energy.

Cryoplant processes are closely related to heat engine processes; a heat engine can be
considered as an entropy mill, in which entropy flows from a heat source to a heat sink (which is
usually at ambient temperature). Such a process, if carefully designed, can provide external
mechanical or electrical energy ('work').

Both cryoplants and heat engines are governed by the Second Law of thermodynamics,
which states that the entropy output is always greater than (or — in the never reached ideal,
'reversible' case — equal to) the entropy input:

SOut ^ ^ ,

i.e. entropy always increases. There is no such thing as an entropy sink where entropy disappears
without reappearing somewhere else. This is generally true, and neither a cryoplant as a whole
nor any of its components is an exception.

The trick for cryoplants is to design a process that reduces local entropy, while allowing
the overall entropy to increase, which is all the Second Law requires. How this package deal can
be arranged will be shown in the following.

People used to purely mechanical or electrical systems tend to avoid talking about entropy.
Indeed, many aspects of cryogenics can be described without reference to it. But the loss in
deeper understanding is hardly justified by the momentary convenience of not having to learn
how to use a professional tool, which is after all quite easily handled.

I believe there are two main reasons for the reluctance of people to deal with entropy:

• People are not used to the terminology. When arguing about energy, mass or temperature, we
think we know what we are talking about Only when challenged to explain what is energy,
mass or temperature, do we realise how superficial our true understanding is of these (and
many other) currently used physical concepts. We use them because we are used to them, not
because we understand them. I am inclined to think that the roots of the entropy concept are
simpler and easier to grasp than those of energy, mass and temperature, and I will try to
illustrate this at the end of my talk.

• Different from energy and mass, entropy is not a conserved quantity. Any real
thermodynamic process produces entropy. People facing the question of where the entropy
comes from look in vain for a mysterious external source. In fact, entropy comes from the
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lack of unlimited funds and time, from sloppy engineering, and from unreasonable operation.
The task of the cryogenic engineer is to keep control of entropy proliferation.

2 UN PEUD'HISTOIRE (FIGURE 1)

Modem thermodynamics begins with a booklet of some 60 pages, entitled Reflexions sur la
puissance motrice dufeu, by Sadi Camot, published in 1824. Carnot, born in 1796, was a young
French officer and son of a hero of the French Revolution who was convinced that France's
defeat in 1814/1815 was due not to military, but to industrial inferiority — particularly with
respect to England. He considered that he could best serve his country by working on the
emerging technology of steam engines. Camot tried to treat heat engines as analogous with water
mills. In a water mill, work is produced by a flow of water passing from a high to a low level; in
a heat engine a flow of heat passes from a high to a low temperature level. The work produced
by the water mill is proportional to the quantity of water and to the level difference. Carnot
aimed at showing that in a heat engine the work produced is proportional to the quantity of heat
and the temperature difference. Analysing a gas process, and using ideal gas relations (Boyle's
law discovered 1662, Gay-Lussac's law discovered 1802, and Poisson's law, brand new,
discovered 1822), he found, however, that the factor of proportionality itself depends on
temperature. In modem terminology, we would write

Work Output W = Heat Input Q^ * f(JJ * <Jm- Tout),

with

the equal sign referring to a reversible process. The factor (Jm - T^yT^ is called Carnot
efficiency.

Camot himself did not identify f(Jm)1. In fact, his fundamental assumption — the analogy
between heat ('le calorique') being the driving fluid of the heat engine as water is the driving
fluid of the water mill — was not quite correct; whilst water input and output are equal, energy
conservation requires a difference between heat input and output, the two being related to the
work output W of the process by

' "~1 (1)= Q in-Q0Ut .

However, in 1824 the law of conservation of energy was yet to be discovered; it took
another 20 years until the First Law of thermodynamics was established2 on the basis of
systematic experiments by James Prescott Joule and William Thomson (who later became
Lord Kelvin3). Little is known about Carnot's later work. He died in 1832, aged 36, from cholera
and, as was the case in epidemics, was buried with all his papers and belongings. From

He writes: 'Nous sonunes hors d'dtat de determiner rigoureusement, avec les seules donnees expe'rimentalcs
que nous poss&lons, la loi suivant laquelle vane la puissance motrice de la chaleur dans les diffgrents degrds
de 1'echelle thermome'trique...'.

The first publication (1842) of convincing arguments and a formulation of the general principle of energy
conservation, with heat included as a manifestation of energy, are due to Robert (von) Mayer, a medical doctor
with a strong interest for general science who lived in a small town in Germany. This outsider's publication
was, however, largely ignored by the contemporary scientific community.

Joule (bom 1818) and Thomson (bom 1824) were not only brilliant scientists, but also strongly engaged in
practical and technical work. Joule, the son of a wealthy brewer in Manchester, profited greatly in his
experimental work from the availability of the excellent brewery workshop. Thomson, who did most of his
scientific work at the University of Glasgow, made his fortune at a young age with an invention related to
transatlantic telegraphy, for which he was knighted by Queen Victoria in 1892.
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remaining fragments, it appears that he worked on experiments which would have demonstrated
the equivalence of heat and work and that he had quite clear ideas about the impossibility of
what was later to be called uperpetuum mobile of the second kind.

SadiCarnot Robert Mayo- James Prescou Joule William Thomson

-» Lord Kelvin

Qj,-f(T)AT. (1824)"] | Equivalence oTmechanical anTu^nnallaiefgy. Energ7conservation. (1840s)

Rudolf Clausius

+W. Thomson/Lord Kelvin

J. WUlard Gibbs Ludwig Bottzmann Heike Kamerlingh Onnes

Statistics. Gibb's ensembles. * x exp (SA;).

(End of 19th century) Te (Hg) = 4.2 K. (1911)

Fig. 1 The pioneers of thermodynamics

The Second Law of thermodynamics (formulated in 1850 by Rudolf Clausius4) can be
illustrated by the statement that, for any continuous process driven by a flow of energy and
involving heat input and output,

(2)

The equal sign stands for a reversible process, reversible meaning that input and output are
interchangeable. This reversible process indeed matches Carnot's picture, the mill now being

4 Clausius (bom 1822) is the systematic thinker sometimes referred to as the person who made thermodynamics
a science. In 1850, when he published his paper with formulations of both the First and the Second Law, he
was named professor of physics at the Artillery and Engineering School at Berlin. Later, he became a professor
at Zurich, Wfirzburg and Bonn.
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driven not by a flow of heat, but by a flow of a quantity Q/T, which Clausius called entropy S
and which in the reversible case remains unchanged while passing through the engine. In the
real, irreversible case, however, entropy increases — Sout is always greater than Sm. The process
is said to have internal sources of entropy. The water mill analogy becomes somewhat artificial,
but the entropy concept remains useful, the point of interest now being the nature of the entropy
sources.

Clausius and Thomson proved that entropy is n function of state. This means that any
substance in a given thermodynamic state (defined, say, by temperature and pressure) has a
measurable content of entropy. Entropy can thus be tabulated, and entropy change associated
with a change of thermodynamic state can be read from such tables as a difference between
initial and final state. Table 1 is an example, showing data for helium.

Atomistic interpretations of the laws of thermodynamics were worked out in the last
quarter of the 19th century by J. Willard Gibbs, Ludwig Boltzmann and others5, who developed
appropriate statistical methods. The atomistic picture gives a plausible interpretation of the fact
that entropy is a function of state and that it inevitably increases in all real processes. Many
scientists and philosophers, however, were suspicious about any speculation concerning the
atomic nature of matter, and it took quite some time until the new theories were generally
accepted.

Cryogenic techniques leading successively to the liquefaction of oxygen, nitrogen and
hydrogen were developed in the late 19th century. Helium was first liquefied in 1908 by
Heike Kamerlingh Onnes. Superconductivity was discovered in 1911 by Kamerlingh Onnes and
his assistant Gilles Hoist The first signs of superfluidity were observed immediately, but the
main phenomena were discovered only in the 1930s; the term 'superfluid' was coined by
Pjotr Kapitza in 1938.

3 ENTROPY MILLS AND ENTROPY PUMPS

The picture of thermal engines developed by the generation of Joule, Thomson and
Clausius is illustrated in Fig. 2. This picture constitutes the basis for the evaluation of the
performance of cryoplants (and heat engines in general), and we will refer to it in the following.

The upper row of Fig. 2 refers to heat engines, the lower row to heat pumps. The left
column refers to ideal cycles, the right column to real cycles with internal entropy production.

For the purpose of the drawing (arrow widths), we measure temperatures in units of the
lower temperature. At the lower temperature level, the temperature is thus '1 temperature unit',
and entropy (Q/T) and heat (Q) arrows have the same width. The upper temperature is assumed
to be three times higher than the lower temperature ('3 temperature units'). At the upper
temperature level, heat arrows are therefore three times larger than entropy arrows. Work arrows
(= arrows of non-thermal energy W = arrows of energy that does not carry entropy) use, of
course, the same scale as heat arrows. In all four diagrams it can be seen that energy is
conserved.

Gibbs was born in 1839 in Connecticut and after five years of study in Europe became professor at Yale in
1871, where he spent the rest of his life far from philosophical quarrels about the significance of modem
theories. Boltzmann, bom in 1844 in Vienna, was professor at several Austrian and German universities, in
particular at Vienna, centre of the positivistic school formed around Ernst Mach, who strongly criticised any
attempt to introduce atomistic speculations into science. Boltzmann suffered deeply from the conflict and
committed suicide in 1906. Mention must also be made of James Clerk Maxwell, bom 1831, most famous for
his work on electrodynamics. Maxwell, Gibbs and Boltzmann, although working without direct connection,
highly respected each other's work.
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Helium

enthalpies and entropies for
saturated liquid and vapour ^

and for gas
or subcooled liquid or supercritical fluid

Table 1
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An inlet/outlet temperature ratio of 3 would be respectable for a heat engine
(900 K/300 K), but can be considered at best as a borderline case for a cryoplant (300 K/100 K).
For a liquid-helium cryoplant this ratio would be 300/4.2 =» 70.

a,. Q,

Tin(warm)

Heat engine
(entropy mill)

at left: ideal
at right: real

Heat pump
(entropy pump)

at left: ideal
at right: real

Tin(cold)

Sin = Qin/Tin

Fig. 2 Entropy flow $ and heat flow Q in heat engines and heat pumps

For the ideal cycles at left in Fig. 2, input and output entropies are equal. For the heat
engine, heat output is 1 unit, heat input is 3 units, and the difference (2 units) is available as
work. For the heat pump, heat input is 1 unit, heat output is 3 units, whilst the difference
(2 units) must be made up by work.

For the real cycles at right, internal entropy sources add an amount of entropy equal to the
input entropy, with the result that the output entropy is twice the input entropy. For the heat
engine, the heat output increases from 1 to 2 units; since the heat input is unchanged at 3 units,
only 1 unit instead of 2 is available as work. For the heat pump, the heat output increases from 3
to 6 units, and the difference between these and the unchanged heat input of 1 unit (5 units) must
be made up by work.

In Fig. 2 it is tacitly assumed that the heat input Q occurs at a well-defined temperature,
Tu,. The procedure can be generalised to heat input in a range of temperatures — for example,
heat input between 30 K and 75 K when cooling a thermal shield, or heat input between
saturated liquid conditions at 4.5 K and 300 K when cooling current leads to a superconducting
magnet. In such cases, the entropy input for a given heat input must be taken from tables.

Note that the world record for efficiency of large helium cryoplants is presently held by the
LEP2 cryoplants at CERN (which will be discussed in Section 7). In these plants, the incoming
entropy is not only doubled, but tripled by internal entropy sources. In other, smaller or older
plants (enormous progress has been made in the last ten years), the entropy increase due to
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internal entropy sources may be by a factor of 5 to 10 or more. A paper size of about 1.5 x
l.S m2 would be needed in order to show the heat and work arrows to correct scale (with the
width of the entropy input arrow unchanged).

Table 2 gives a scheme for evaluating the performance of cryoplants in line with the
principles of Fig. 2. The table will be referred to in the discussion of cryoplant cycles. It contains
some technical terms about which details will be given in later sections.

Table 2

Scheme to evaluate cryoplant performance according to the principles of Fig. 2

1

2

3

4

5

6

Define the duty loads (heat load Qfa and entropy load Sm) of the cryoplant.
Examples:
- A heat load of 1 W/4.5 K constitutes an entropy load of 1/4.5 W/K -.222 W/K,
- a liquefier load of 1 g/s, provided as saturated liquid at 1.4 bar and recovered

as gas at 1 bar, 300 K constitutes, according to Table 1 a heat load (Ah) of
1*573.5-12.2= 1571.3 W/g and an entropy load (As) of 31.61-3.997 =
27.67 W/gK,

- etc.
Include parasitic loads. When calculating the entropy load, decide whether you
will count the entropy production during heat transfer from the load to the cycle
as part of the load or as part of the cycle.

Identify internal entropy sources.

Entropy sources regularly encountered will be discussed in Sections 5 and 6 (heat
transfer from the compressor coolers to the environment in Section 5.1, entropy
production associated with compression, expansion, counterflow heat exchange,
internal heat and gas leaks and unsteady operation conditions in
Sections 6.1 to 6.5).

Identify enthalpy extraction Hexp by expansion devices (enthalpy drop in piston
expanders and turbines).

Decide whether the extracted enthalpy will be fed back into the cycle as work or
whether it will be dissipated as heat. In virtually any practical cryoplant, it will be
dissipated at ambient temperature; if this is the case, treat the resulting entropy,
obtained by dividing the extracted enthalpy by the ambient temperature, as an
internal entropy source.

Adding entropies from the duty loads and from the internal entropy sources gives
the output entropy Sout

Dividing the output entropy by the ambient temperature gives the output heat
Qouf
The required power (work) input is W=Qout - Qfa.

4 PROPERTIES OF THE IDEAL GAS AND REAL GASES. THE TEMPERATURE -
ENTROPY DIAGRAM

4.1 Terminology

The quantities of interest for us are pressure p, temperature T, volume V, internal
energy U, enthalpy H (about which more will be said in Section 4.2) and entropy S. They are all
functions of state, which means that their numerical value can be taken from a table or a
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diagram. Many variables exist for which this is not the case, the most important ones in
thermodynamics being heat and work. Both are forms of energy, and, knowing the state of
something, we can say how much energy it contains, i.e. how much energy was necessary to
bring it to its present state from a state of reference (say T=0 K, p=1 bar). However, we cannot
say how much of it was provided in the form of heat and how much in the form of work.

In the following, we will generally use upper case for absolute values and lower case for
specific values per unit mass, i.e. v, u, h and s for specific volume, internal energy, enthalpy and
entropy per—for example -— gram: v = V/m,..., where m is the mass of the sample.

Exceptions to this are capitals used for Cp and Cv, the specific heats per mole [J/mol K] at
constant pressure and volume, respectively. Using molar specific heats is justified because they
are closely related to the universal gas constant R» 8.31 J/mol K, also a molar quantity.
Individual specific heats and the individual gas constant of a substance are obtained by dividing
the molar values by the molecular mass M [g/mol]: cp = Cp/M etc. Such quotients will often
appear in a technical context

Hybrid units within the metric system are still frequently used in cryogenics — for
example, 'Joule/g' for specific energies (the Joule in the numerator is based upon the kg,
1 J = 1 kg m2 s2, rather than upon the gram used in the denominator). Consistency of units must
be checked, and conversion factors (usually powers of 10) may be necessary to obtain the result
in the desired unit

4.2 Enthalpy

When describing thermodynamic processes, we have the choice of the variables best
adapted to the problem. Two sets are particularly convenient:

T, V, U and S for illustration of physical context,
T, p, H and S for quantitative treatment of technical systems.

Internal energy is the true thermal energy of the molecules. It is constant in a closed system
in thermal equilibrium that does not exchange energy with its environment (for example, because
its volume is kept constant and it is thermally insulated), but internal energy may vary in an open
system connected to external energy sources or sinks. In open systems it is convenient to define
functions of energy that are constant under the actual conditions. For our purposes the most
important function is enthalpy, introduced for dealing with compressible systems, which, when
travelling in an ambience of varying pressure, change volume and therefore exchange energy
(work) with their environment Their internal energy is not constant, but the energy passed to the
environment can be treated as potential energy pV of the travelling sample, and, in the absence
of other external influences, the sum of the two is again constant This sum is called

Enthalpy H = U + p* V. (3)

In fact, introducing enthalpy (or other functions of energy) is a trick of bookkeeping. It
depends on the situation whether I focus on the money in my pocket (when shopping), or on my
bank account (when making standing orders), or on the sum of both (when paying taxes).

43 Entropy — more

The form in which entropy has been introduced was matched to a particularly simple
example — the water mill/pump analogue for a heat engine, in which the parts of heat and work
in energy transactions are clearly defined and hidden transformations of work into heat are
excluded. Not all situations encountered in practice are so clear. For an unambiguous definition
of entropy it is necessary to refer to internal energy rather than to heat (which, as mentioned, is
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not a function of state). The following equation is suitable for comparison of entropies when no
changes of volume are involved:

actual
state

AS= J
integration at constant volume (the formula does not account for

1J~ entropy change due to volume change).
reference
state

Textbooks often introduce Qrev as the heat that would have been necessary to reach the
state in question by a reversible approach, starting from an agreed reference state. By an
irreversible approach, less heat would be required and the difference would be made up by work
W:

Qiir<Qrev.

Heat that eventually lead to a measured increase of internal energy was not necessarily
introduced as heat, but (in the case of an irreversible process) partly or totally as work. When
concluding from heat input on internal energy change we must be sure that no complementary
work input occurred.

The complete formulae relating entropy to traditional quantities and offering a basis for
measurement (which is essentially a measurement of specific heat) are

s(T,v) = s(T0,v0) +

with

J.(IH(&»

4.4 The temperature-entropy diagram of the ideal gas
Figure 3 shows the isochors and isobars (lines of constant volume and constant pressure) of

an ideal monatomic gas of molecular mass 4 g/mol ('ideal helium') in a logarithmic temperature-
entropy diagram. The intention of this section is to illustrate the physical content of such a
diagram and the quantitative relations underlying its structure.

In a T-s diagram, isotherms (lines of constant temperature) are obviously straight
horizontal lines.

An ideal gas is characterised by the fact that its internal energy is proportional to
temperature and independent of volume and pressure. For this reason, the isenergs (lines of
constant internal energy) are parallels to the isotherms.

The equation of state of the ideal gas,
p*v = (R/M)*T, (4)

states that p * v, the term corresponding to the potential energy of the gas, depends on
temperature only, hence isenthalps (lines of constant enthalpy) are horizontal lines as well. A
few isenthalps are indicated in the diagram, whilst the isenergs have been omitted to avoid
graphic overloading.
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Fig. 3 Temperature-entropy diagram of'ideal helium*

The universal gas constant in (4),
R-8 .31J/molK,

is related to Boltzmann's constant,

k = 1.38 • 10-23 J/K,

and Avogadro's number,

N A - 6.02* 1023 mol-i ,

by
R = N A .k .

Specific heat at constant volume, cv = Cy/M, is introduced as the proportionality factor
between internal energy and temperature and, similarly, specific heat at constant pressure,
cp = Cp/M, as the proportionality factor between enthalpy and temperature:

u = c v T = ( C v / M ) * T , h=CpT = (Cp/M)*T; (5a/b)
with h = u + p*v = u + (R/M)*T according to (3) and (4) following

cp = Cv + R/M, Cp = C v + R . (6a/b)

From atomistic considerations it follows that for ideal monatomic gases Q/R = 3/2, from
which in turn follows with (6) Cp = 5/2 and Cp/Cy =Cp/cv= 5/3 for the monatomic gas.
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Injection of a small amount of heat cv dT (at constant volume) or cp dT (at constant
pressure) into a gas sample should lead, according to Clausius1 assumption, to an increase ds of
entropy:

• u • J ^vdT .. _ ( 3s ^
isochonc case: ds = ™— = cvdlnT =* I-——I =

c v

T — * - " - - ^ lnTJv

c dT / a- \ (7«/b)
isobaric case:

p

From this follows that in a logT-verras-s diagram, isochors are straight lines with a slope
of l/cv and isobars are straight lines with a slope of 1/Cp. This is the reason for choosing a
logarithmic scale for the ordinate of the temperature-entropy diagram.

Poisson's equation in its three variations [the second and third following from the first one
with the ideal-gas equation (4) and the specific-heat relation (6b)] requires that for states of equal
entropy

\ - C P / C V

In differential form (after logarithmic differentiation) we obtain

Cvdlnp+Cpdlnv=O, CydlnT+dlnv+O, CpdlnT-Rdlnp=O

for isentropic states, i.e. for ds = 0.
Generalising, i.e. inserting ds for 0 in these equations, we find the following equations, in

which Poisson's equation is included:

ds=Cvdlnp+Cpdlnv, ds=CvdlnT+Rdlnv, ds=CpdlnT-Rdlnp .

By integration we obtain the following three formulae:

s=Cy lnp+Cp In v+const,
s=CylnT+Rlnv+const, (9a/b/c)
s=CplnT-Rlnp+const.

The second and the third of these equations represent the isochors and isobars in the T-s
diagram. Obviously, exponential progression on volume and pressure (for example, steps 1,2,4,
8,...) leads to equidistant isochors and isobars in our logarithmic representation.

In most cases, entropy differences rather than absolute values are required for practical
calculation purposes, therefore the undefined integration constants in (9) are not a very serious
shortcoming. Absolute values of entropy can, however be measured and, in certain cases, also
calculated; the formula for the ideal gas, used for the calculation of the Fig. 3 diagram, was
derived between 1911 and 1913 by O. Sackur and H. Tetrode on the basis of early quantum-
statistical considerations.

Note that the quoted physical relations, except those of (7), were essentially known to
Carnot.
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4.5 The temperature-entropy diagram of real gases. Helium

Real gases show characteristic departures from ideal gas relations. Particularly important
are those for isenthalpic changes of state, which occur when a compressible fluid flows, without
heat input or output, in a conduit where it may undergo pressure variations.

A temperature-entropy diagram for a real gas (in this case helium) is sketched in Fig. 4. It
can be seen that at ambient temperature and moderate pressure the isenthalps are in good
approximation, as postulated for the ideal gas, horizontal straight lines, and that the isobars and
isochors in this logarithmic representation are sloping straight lines. However, at low
temperature or high pressure or both, departures from ideal gas behaviour are seen. Thus, near
state A {p = 200 bar, h = 1000 J/g} we notice that the 1000 J/g isenthalp rises from left to right;
an isenthalpic expansion from 200 bar to 60 bar would lead to a temperature rise from 177 K to
186 K. Near state B {p = 10 bar, h = 50 J/g), however, we notice that the SO J/g isenthalp drops
from left to right; an isenthalpic expansion from 10 bar to 1 bar would lead to a temperature
decrease from 10 K to 7.2 K. Finally, an isenthalpic expansion from state C {p = 4 bar, h =
16 J/g} to p = 1 bar would lead to a state below the bell-shaped curve ('saturation curve*) that
separates the one-phase from the two-phase domain of the fluid.

Helium
IssnthaJps

and
Isobars

In
logT-s
diagram

10 12 14 18 18 22 24 28 28 30 32 34

saturation
curve

isenthalps

0 2 4 8 8 10 12 14 18 18 20 22 Entropy |J/gK)

Fig. 4 Temperature-entropy diagram of real helium
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Careful measurements of these phenomena have been taken since 1852 by Joule and
Thomson, who studied the departure of real gases from ideal gas laws. The temperature increase
or decrease after isenthalpic pressure changes is called the Joule-Thomson effect. The observed
phenomena were explained in 1876 by Johannes van der Waals6 on an atomistic basis. Van der
Waals assumed that real molecules, different from ideal-gas particles, interact by small but finite
attractive forces and have a small but finite volume. Both facts lead to a volume-dependence of
enthalpy in states of high density. Molecular attraction lets internal energy u and enthalpy
h = u + pv decrease with decreasing distance between molecules (in the T-s diagram: when
going from right to left at constant temperature); the energy reduction is independent of
temperature and becomes negligible when internal energy is high at high temperature. Finite
molecular volume has no effect on internal energy, but influences the term pv in enthalpy. At
high temperature, it lets enthalpy increase with decreasing intermolecular distances. The
behaviour of helium at state A in Fig. 4 is thus explained by the finite molecular volume, the
behaviour at state B by the intermolecular attraction, which, in the region below state C, finally
leads to liquefaction.

5 CRYOPLANTS
5.1 Evaporative refrigeration at temperatures close to ambient

As a particularly simple example, let us discuss the following cycle, suitable for
refrigeration at close-to-ambient temperatures and therefore preferred in domestic appliances.

The cycle uses a refrigerant fluid which at ambient conditions is gaseous but readily
liquefies when compressed. A high molar heat of evaporation is desirable. Typical examples are
shown in Table 3.

Table 3

Refrigerants for evaporative cooling close to ambient temperature

Refrigerant R40 = CH3 Cl
Refrigerant R12 = C a 2 F 2

Refrigerant R22 = C H Cl F2

Propane = C3 H8

Isobutane = (CH3)3CH

Ammonia= NH3

Sulphur dioxide = SO2

Boiling
temperature

at 1 bar

-24 °C
-30 °C
-41 °C
-42 °C
-11 °C
-33 °C
-10 °C

Saturation
pressure at

0°C
5.0 bar
5.8 bar

9.4 bar
8.3 bar

3.0 bar

8.7 bar
3.2 bar

Latent heat
of

evaporation

17.6kJ/mol
20.2kJ/mol

20.2kJ/mol
18.8kJ/mol
21.3kJ/mol

23.3kJ/moI
24.9kJ/mol

Critical
temperature

143 °C
112 °C
96 °C

97 °C

135 °C

132 °C
158 °C

Critical
pressure

67 bar
41 bar
49 bar

42 bar
37 bar

115 bar
79 bar

Figure 5 shows the refrigerator components (a compressor with its aftercooler-heat
exchanger, a throttling device and an evaporator equipped with external fins for heat exchange
with the load) and the T-s diagram of the cycle.

Van der Waals, bom 1837, Nobel laureate 1910, was a self-taught scientist who for several years worked in
public schools as a teacher before being nominated professor of physics at the newly created University of
Amsterdam in 1877. He had already attracted great attention with his doctoral thesis, entitled 'On the
continuity of the liquid and gaseous state', presented in 1873.
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Fig. 5 Flow scheme and temperature-entropy diagram of the evaporative refrigeration cycle (reverse Him cycle)

The cycle operates between pressures pl (compressor suction) and p2 (compressor
discharge), with pj the vapour pressure of the refrigerant at the desired cooling temperature T l t

and P2 being chosen somewhat higher than the vapour pressure of the refrigerant at ambient
temperature T r It is convenient to use a refrigerant for which p t is somewhat (but not much)
higher than 1 bar (atmospheric pressure).

Under compressor suction conditions (p t, T} «• T J the refrigerant is gaseous. By adiabatic
(approximately isentropic)7 compression from p t to P2, the refrigerant temperature is raised from
T t to T2, well above Ta; the refrigerant is still gaseous. After cooling in the aftercooler from T2
to Ta at constant pressure (i.e. along the P2 isobar), associated with heat transfer to the
environment, the refrigerant is completely liquefied. The liquid passes through the throttling
device (valve, pipe constriction etc.), where its pressure drops from p2 to p} . The throttling, an
isenthalpic process, leads to phase separation into a low-enthalpy, low-entropy liquid phase and a
high-enthalpy, high-entropy vapour phase in such proportions, xUq and xgas = 1 - xUq that the
initial enthalpy h is conserved:

xBq nliq + 0~xliq) ^gu = n •

The available refrigeration capacity for extraction of entropy or heat is

S i n=m c-x1 iq-(sg u-s l i q) ; Qj n =rh c -x l i q - (h g a s -h l i q )=T r S i n , (lOa/b)

where rhc is the compressor throughput.

Adiabatic means that the system neither gives nor takes thermal energy. Isentropic means that the entropy docs
not change during the process considered. Since thermal energy input or output always involves a change of
entropy, adiabasy is a necessary condition for isentropy, but not a sufficient one: a change of entropy (always
towards increasing entropy) is possible even without thermal energy transfer by internal dissipation of non-
thermal energy ('work')-
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Note that this is the entropy received by the cycle; the entropy delivered by the load, which
must be at a higher temperature than the gas in order to ensure the desired heat transfer, is
smaller.

The entropy discharge to the environment is greater than S^. Obviously, some entropy is
produced by the isenthalpic throttling process (isenthalpic expansion left-right towards increased
entropy). Also, rather than being exactly isentropic (i.e. vertical), the compression line will slope
from left to right towards increased entropy. Numeric values of entropy production can be
determined from tables on the basis of measured input and output data (for example, pressure
and temperature).

A major entropy source (often dominant) is the aftercooler. By heat transfer to the
environment, the enthalpy of the process gas (inlet and outlet temperatures T* and T~, enthalpies
h+ and h" and entropies s+ and s~ assumed) is reduced by an amount H=mc *(h+ — h~). The
entropy of the process gas is reduced by SHX =riic*(s+— s~). The entropy of the environment is,
however, increased by the much larger amount Smy=ll/TA, where Ta is the ambient
temperature. That Smv >S}JX follows from the fact that at any longitudinal element of the heat
exchanger the heat exchanger temperature T is greater than the ambient temperature T,. The
entropy production is

H / * \ Tr mcDdT TfihcodT T
fV 1 l}f ( * r ) J J ! / ^ A J UIdT>0.1 l}

V 1 * '

With this information about internal entropy sources, the performance of the plant can be
evaluated using Table 2 and Fig. 2.

5.2 Large-scale liquefaction of oxygen, nitrogen, air etc: The Linde Cycle
The cycle introduced by Carl von Linde8 in 1895 aimed at large-scale air liquefaction. Air,

oxygen and nitrogen belong to what were then called 'permanent* gases, because they will not
liquefy under any pressure at ambient temperature: their critical temperature9 is below ambient.
The process described in the preceding section thus cannot be used. Before 1877, when
Georges Cailletet in Chatillon-sur-Seine (France) and Raoul Pictet in Geneva succeeded in
liquefying minute quantities of oxygen, it was doubtful whether 'permanent' gases could be
liquefied at all.

Cailletet used a single-shot non-cyclic process. Pictet used a 'cascade process', precooling
his oxygen cycle by a CO2 cycle (critical temperature 32 °Q, in turn precooled by an SO2 cycle
(critical temperature 158 °C). By pumping on the CO2 cycle, he reached a temperature of about
-140 °C - 130 K, sufficiently below the critical temperature of oxygen, 155 K, to allow a small
quantity, compressed to 320 bar, to be liquefied. Cascade processes continued to be used for a
long time afterwards. Historically, they were used for the first liquefaction of hydrogen by James
Dewar in 1898 and of helium by Heike Kamerlingh Onnes in 1908. Kamerlingh Onnes'
apparatus is shown in Fig. 9 as an example of a cryoplant made before the age of stainless steel
and aluminium. Cascade cycles are, however, no longer of practical interest in large modern
laboratories.

Linde belonged to a new generation of engineers who systematically used the new thermodynamics for
optimised plant design on the basis of theoretical considerations. The economic production of oxygen from air
by cryogenic separation (1901), an achievement of great importance for steel manufacture, had been an early
target of Linde's systematically pursued work.

Critical temperature = temperature of the highest point of the saturation curve in the T-s diagram.
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Linde ensured the precooling of his final expansion stage by inserting a counterflow heat
exchanger (see Fig. 6) between the compressor and the expansion device. He made use of the
fact that the inversion temperature10 for oxygen, nitrogen and air is above ambient temperature,
leading to a Joule-Thomson effect that, even at ambient temperature, ensures an appreciable
temperature decrease when high-pressure (200-300 bar) gas is expanded. In the counterflow heat
exchanger, the low-pressure gas, cooled after expansion in the 'Joule-Thomson valve' and
returning to the compressor suction, precools the high-pressure gas prior to expansion. Because
of the gradually decreasing temperature upstream of the Joule-Thomson valve, the cooling effect
is enhanced until eventually the expansion leads to liquefaction.

Linde cycle: Carl Von Linde 1985. First industrial liquefaction of air

(Mar and)
aftarcooler:
hast output

Joule-Thomson
throating valve

"refrigerator load*

Fig. 6 Flow scheme and temperature-entropy diagram of the Linde cycle, using counterflow heat exchangers and
making use of the Joule-Thomson effect

The phenomena of counterflow heat exchangers will be discussed in more detail in
Section 6.3. Two typical technical designs are shown in Fig. 7.

The total entropy production of the heat exchanger follows from the specific entropy
values at its terminals and from the known mass flow values rh:

^heat exchanger =

the summation extending over all i terminals (2 inlets and 2 outlets in case of a two-passage heat
exchanger), with inlets being counted positive and outlets negative.

With this entropy source included, the performance of the plant can be evaluated by means
of Table 2 and Fig. 2.

1 0 Inversion temperature = the temperature that, at a given pressure, separates the regions where the Joule-
Thomson effect leads to heating and to cooling (somewhere between A and B in Fig. 4).
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Fig. 7 Technical forms of simple counterflow heat exchangers

S3 Work-extracting expanders: The Brayton Cycle

The cooling effect of the previously described cryoplant cycles is due to intermolecular
forces within the refrigerant If these forces are strong, they lead to direct liquefaction at ambient
temperature when the gas is compressed (case C in Fig. 4). If they are weaker, they usually still
lead to a perceptible cooling effect under isenthalpic expansion at ambient temperature (Joule-
Thomson effect, case B in Fig. 4). In a few cases, however — namely neon, hydrogen and
helium, the intermolecular forces are so weak that at ambient temperature liquefaction is not only
impossible, but isenthalpic expansion leads to heating rather than cooling (case A in Fig. 4).

Cooling of such gases, and, generally, the cooling of the ideal gas, in which no
intermolecular forces exist, requires an expansion engine to extract molecular energy to the
outside. In an expansion engine the gas molecules discharge part of their kinetic energy to a
receding piston or a turbine wheel, which then transmits it to the outside. The resulting cooling
effect is the inverse of the heating effect in a compressor.

A particularly simple cycle consisting of a compressor, an expansion engine, a counterflow
heat exchanger between the two, and the heat exchangers linking the cycle to the load and to the
environment, is shown in Fig. 8. The T-s diagram shows the two adiabatic (ideally isentropic)
phases of compression and expansion with input/output of external work, and the two isobaric
phases of internal counterflow heat exchange. For the ideal cycle (full lines), heat is transferred
from the load to the cycle at 1 bar between 70 K and about 120 K, and from the cycle to the
environment at 4 bar between about 500 and 300 K. It is obvious from the drawing that the
entropy transfer is equal in the two cases (horizontal distance between the 1-bar and 4-bar
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isobars equal at 300 K and at 120 K). For the real cycle (dashed lines), both the expansion and
compression lines are diverted from vertical towards increasing entropies, which increases the
entropy output and reduces the entropy input to the cycle. To simplify the argument, we have
tacitly assumed that no entropy is produced in the counterflow heat exchanger, i.e. that a
temperature difference between inlet and outlet exists neither at the cold nor at the warm end of
the heat exchanger.

C y C I G : adiabatic compression/expansion; isobaric heat exchange

Gas turbine cycle

gas turbine

compressor
+ motor

(power input)

heat
input

aftercooler
(heal output)

cryogenic

7\ I ~I (heat input)

expander
(turbine) ,

+ brate tor \
power dissipation

Cryogenic Brayton cycle

compression
- heat rejection

counterflow
heat exchange

^ . Cryogenic
*-* Brayton
£ c y c l e

18 20 22 24 26 28 30 32 34 36

Fig. 8 Flow schemes and temperature-entropy diagram of the Brayton cycle. Top left: gas turbine cycle (Brayton
cycle operating as heat engine). Top right: cryogenic Brayton cycle (Brayton cycle operating as heat
pump). Bottom: Temperature-entropy diagram of Brayton cycle with ideal gas.

The principle of this cycle, generally referred to as the Brayton cycle, is widely used and
by no means limited to helium, hydrogen and neon. George B. Brayton, an American engineer,
worked on internal combustion engines in the late 1800s.

A few words should be said about expanders and expander cycles (in particularly turbine
cycles).
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A piston expander can be considered as an inverted reciprocating compressor. Molecules
lose part of their momentum when reflected from the receding piston, thereby transferring
energy to the piston, which then transmits it to the outside.

vacuum pomps

helium
methyl chloride

Fig. 9 Cascade liquefier used by Kamerlingh Onnes for the first helium liquefaction in 1908. From J.A. van
Lammeren, Technik der tiefen Temperaturen, Springer, Berlin 1941, quoted by R. Plank,
Hdb.dJGUtetechiuk, Springer. Berlin, Vol. 1 (1954).

inlet

nozzle wheel
(fixed)

turbine wheel
(rotating)

outlet
(in arial direction)

Fig. 10 Radial inflow • axial outflow gas turbine

A turbine expander consists of two wheels: the fixed nozzle ring and the rotating turbine
wheel (see Fig. 10). In the nozzle wheel, the gas undergoes adiabatic expansion, during which its
temperature is reduced according to equation (8c). The corresponding enthalpy reduction
[equation (5b)] is balanced by an increase in kinetic energy of the gas11, which is transferred to
the turbine wheel and from there to an external device — for example, an electric generator or a
device for producing useful mechanical work such as the compressor of a gas turbine cycle (see

n The reduction of enthalpy (temperature) of a gas and the corresponding increase of kinetic energy can be
observed when the valve of a compressed-gas cylinder is opened and gas is discharged in a jet: the valve and
the top of the gas cylinder cool down rapidly. The often heard, but incorrect explanation is that this is the
Joule-Thomson effect — during the expansion, which is by no means isenthalpic, internal energy is
transformed into kinetic energy. The effect corresponds to the expansion in the nozzle wheel of the turbine.
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below), or both. In cryogenics, where energies involved are small and turbine design has to
respect stringent requirements because of the low operating temperature (in particular excellent
thermal insulation), the complication associated with energy recovery is economically not
justified. The power extracted from a cryogenic turbine is therefore usually dissipated as heat in
an appropriate external brake circuit at ambient temperature. Thus the expander produces the
following entropies:
- on the process gas side (at low temperature) rh • ( S ^ p , , ^ outlet - Sexpander 5 ^ )
- on the brake side (at ambient temperature T,) m*(hexpander Met - nexPander outlet) / T t-

Both entropies must be treated as internal entropy sources when evaluating the
performance of the plant by calculating the required power input according to Table 2.

It is plausible that the work required by the compressor is greater than the work delivered
by the expander, ideally by a factor corresponding to the ratio of compressor temperature to
expander temperature12, because this gives the ratio of the gas volumina handled by the
compressor and the expander. (It is volume that determines the energetic performance of a
volumetric machine such as a compressor or an expander.)

If we assume that the work produced by the expander is entirely recovered, we find for the
so-called Coefficient Of Performance (COP) of the ideal cycle the expression

Work required by compressor-Work recovered from expander Tampons
_ Work delivered by expander ~~" ~

the heat-pump analogue to the Carnot efficiency, usually given as 'watt per watt'. (The term
'coefficient of performance' is misleading: a low COP is desirable.)

The cryogenic Brayton cycle is the reverse of a gas turbine cycle of the same name,
sometimes plainly referred to as the gas turbine cycle. Here (top left of Fig. 8) a turbine is driven
by hot gas; the heat is injected either by internal combustion or via a heat exchanger upstream of
the turbine. We consider the second case (the first case would lead to an open circuit without
parallel in cryogenics). The mentioned heat exchanger corresponds to the water cooler
downstream of the cryogenic compressor. The residual heat of the expanded gas is partly used to
preheat, by counterflow heat exchange, the high-pressure gas feeding the turbine. The remaining
heat is transferred to the environment by an air- or water-cooled heat exchanger. The gas, now at
ambient temperature, is then recompressed to the turbine inlet pressure by a turbocompressor,
preheated by the low-pressure gas in counterflow heat exchange as described, exposed to the
external heat source and, having reached its final high temperature, is reinjected into the turbine.
An essential point about the gas turbine cycle is that the compressor can be mechanically
coupled to the turbine, which thus directly provides the driving power for the compressor.

5.4 Regenerators: The Stirling Cycle

Considering that a compressor is in principle an inverse expander, and vice versa, we
notice a remarkable symmetry in the Brayton cycle (Fig. 11, top left). The Stirling13 cycle profits

12 If temperatures are taken at corresponding points of the compressor and the expander — for example, inlet or
outlet — it is easily shown that the argument is valid even though compression and expansion take place over
a temperature range rather than at a fixed temperature.

13 Robert Stirling, a minister of the Church of Scotland, in 1816 invented and patented a hot-air engine using this
cycle. Its potential to run as a refrigerater has been known since 1834 but was not much exploited. However,
small Stirling-cycle hot-air engines driving a dynamo to power mobile radio sets that were developed and built
by Philips in the early 1940s, turned out to be quite efficient as heat pumps, and Philips decided to develop
them for cryogenic use. Since the 1960s, powerful cryogenerators for cooling at liquid-nitrogen temperature
(up to 20 kW) and, in a two-stage version, at liquid-hydrogen temperatures, were brought to the market
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from this symmetry by using the same reciprocating engine alternatingly (half-stroke by half-
stroke) as a compressor and an expander and by replacing the counterflow heat exchanger by a
single-passage heat exchange/heat storage device called a regenerator, through which the
refrigerant shuttles between a warm compression space and a cold expansion space.

The principle of the Stirling engine is illustrated, in simplified form, in the lower pan of
Fig. 11. An essential component is the displacer, used to move the gas back and forth between
the water-cooled warm compression space (at the bottom) and the cold expansion space
equipped with an external heat exchanger connected to the load (at the top). The four phases of
the cycle are explained in Table 4.

St i r l i ng c y c l e : adiabatic compression/expansion isochoric regenerative heat exchange
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Fig. 11 The Stirling cycle. Top left: relation to the Brayton cycle. Top right: Approximation of temperature-
entropy diagram of Stirling cycle. Bottom: Mechanical concept and motion of the working piston and the
displacer. Note their phase difference of 90°.
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Table 4

Operational phases of the Stirling cycle

Phase

1
l-»2

2

2-»3
3

2->4

4
4-»l

1
...

Working piston position

down

Displacer position

up
Gas mainly located in

compression space

compression

up up compression space

gas displacement warm-*cold

up down expansion space

expansion

down down expansion space

gas displacement cold-*warm

down up compression space

...

While moving between the warm and the cold space, the gas passes through the
regenerator, a structure of large heat exchange surface and high heat capacity, consisting, for
example, of stacked stampings of fine copper or phosphor bronze gauze, or of stratified lead
beads. By contact with the gas, the regenerator is periodically heated at its warm end and cooled
at its cold end, and a regular temperature gradient is established both in the regenerator and in
the gas, exactly as in a counterflow heat exchanger. However, whilst the temperature distribution
in the conterflow heat exchanger is established by continuous heat transfer from the warm to the
cold gas, the regenerator is subject to alternating heat transfer gas-»regenerator (when the gas
moves warm-KJold) and regenerator-*gas (when the gas moves cold-»warm).

At upper right of Fig. 11 is the T-s diagram of the ideal cycle, which is adiabatic-isochoric,
since the regenerative cooling-heating takes place at constant volume. (The Brayton cycle is
adiabatic-isobaric.) Equality of entropy input and output can be shown using the same arguments
as for the Brayton cycle (horizontal distance of isochors equal at 300 K and at 100 K). The
diagram can only give a rough idea of the process in a Stirling engine. Since there is no
continuous flow, gas elements in different locations are subject to different cycles. Moreover, a
real engine, rather than producing abrupt up-down motions, will run piston and displacer in a
sinusoidal mode with a 90° phase shift, and the distinction between compression/expansion and
displacement phases is problematic.

Since the pressure drop across the displacer is small (just the flow resistance of the gas),
the displacer motion requires little energy, and the leakage between compression and expansion
space bypassing the regenerator is kept small. The T—s diagram shows that the pressure
amplitude everywhere in the entire gas space (on either side of the displacer) is remarkably high
— in spite of the small volume change produced by the piston (a factor of two is assumed in the
diagram). The reason for this large amplitude is the isochoric pressure change when the gas
passes the regenerator in alternating directions. In the compression phase the piston acts under
higher pressure than in the expansion phase. The work required for compression is therefore
greater than the work recovered during expansion. The ratio is the ratio of the temperatures,
because they determine the pressures. Our arguments used to find the Camot efficiency of the
Brayton cycle (we noticed the difference of volumetric throughput of compressor and expander)
can be repeated, mutatis mutandis, for the Stirling cycle: we have to replace volume by pressure.
Again we find the Carnot efficiency corresponding to the parallelogram-shaped cycle in the log
T-s diagram.
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Piston and displacer are connected to the same crank drive, which not only supplies the
work for compression, but also recovers the work from expansion. This feature accounts for the
remarkable efficiency of the process, in particular when used for cooling at relatively high
temperature (for example, liquid nitrogen temperature).

CERN uses two-stage Stirling machines for the cooling of liquid-hydrogen targets14.

5.5 Combination of Brayton and Linde Cycle: The Claude Cycle
Most large, modern cryoplants in particle physics laboratories can be regarded as a

combination of a Linde cycle, used for liquefaction, and several 'degenerated' Brayton cycles
used for precooling the Linde cycle. Such a compound cycle for air liquefaction was first
developed by Georges Claude15 in 1902; the company L'Air Uquide was created on the basis of
his patents. The principle of the Claude cycle is shown in Fig. 12. At left, the Brayton and the
Linde cycles are shown separately; at right is shown how Claude, by matching the compressor
pressures and interconnecting the gas cycles, arrived at an economic integration of the two. Note
that the heat exchanger parallel to the expander has unbalanced mass flow: the high-pressure
mass flow warm—>cold is smaller than the low-pressure mass flow cold-»warm, since part of the
high-pressure stream is deviated to the expander. This fact, which has important consequences
for the heat exchanger operation, will be further analysed in Section 6.3.

Brayton cycle * Linde cycle Claude cycle (1902)

compressor

ft ft
Fig. 12 The Claude cycle as a combination of Brayton cycle and Linde cycle

14

15

Related cycles using regenerators rather than counterflow heat: exchangers, but operating between two fixed
pressures provided by an external compressor rather than at variable pressure under isochoric conditions are
the Solvay cycle and the Gifford-McMahon cycle. Several multistage Giflbrd-McMahon cryocoolers are
used at CERN for cooling at T £ 20 K.
Claude had begun his career with the development, in 1897 of the method, still used today, to dissolve
acetylene in acetone for storage and transport in order to avoid the risk of autoignition and explosion of this
metastable compound. Among many other inventions in various fields, the use of gas discharge tubes as light
sources (1910) is particularly remarkable.
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Claude used a reciprocating piston expander. Modern cryoplants of the size of interest in
particle physics laboratories (cooling capacity above 100 W/4.5 K) generally use turbines16,
mainly because the maintenance requirements of turbines are modest and because turbines of
remarkable efficiency have been developed Piston expanders have their advantages for small
plants: they can handle high pressure differences, and their speed can be adapted to wide ranges
of gas flow, allowing the plant output to be matched to load requirements without loss of
efficiency. Turbines lose a good deal of their efficiency if operated at non-optimal speed, and
efficient part-load operation can only be obtained at the price of a considerable sophistication of
plant design.

Fig. 13 Two versions of a 2-stage Claude cycle: At left: Brayton stages in parallel. At right Brayton stages in series

It is possible (and in general necessary for plants designed for cooling below liquid-
nitrogen temperatures) to have turbines at several temperatures. Figure 13 shows two two-stage
cycles, the turbines being run either in parallel or in series. The T-s diagrams are given at the
bottom of the page. Operating turbines in series has the advantage of resulting in smaller
pressure and enthalpy differences for handling by each turbine, and, therefore, in smaller gas

16 Turbines were proposed for cryogenic use as early as 1898 by Lord Rayleigh, but tremendous technical
problems, to the solution of which Pjotr Kapitza (1939) made decisive contributions, delayed their practical
introduction. Turbines for hydrogen and helium became available around 1960; the refrigerator of the CERN
2 m bubble chamber was one of the first hydrogen cryoplants using turbines.
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velocities. There are other reasons for preferring the serial scheme in many cases. On the other
hand, the three-passage heat exchanger involves some complications. The relation of the parallel
scheme to the original Claude scheme is obvious, whilst the serial scheme may require some
contemplation. The essential point is that in both cases the turbines, bypassing the high-pressure
passage of HX2 and HX4, interact with the heat exchange process by reducing the high-pressure
flow to be cooled with respect to the cooling low-pressure flow.

I would define the characteristic features of a generalised Claude cycle as follows:
In a string of counter/low heat exchangers, part of the gas is diverted from the high-

pressure stream to one or several energy-extracting expanders and then reinjected into the cycle
at a lower temperature. As a consequence, the mass flow balance in the counterflow heat
exchanger partly bypassed on its high-pressure side by the expander is shifted in favour of the
cooling (low-pressure) stream. This results in a reduction of the cold-end temperature difference
between the counterflow paths and therefore of the entropy production of the plant.

More about this will be said in Section 6.3.

5.6 Carnot's Cycle

Let us finally discuss the ideal cycle studied by Carnot in 1824 to determine general
efficiency limits for thermal engines. Figure 14 illustrates a Camot cycle in both heat engine and
heat pump mode (cycle progressing clockwise and anticlockwise, respectively). Although Camot
engines have never been built for technical purposes, it is useful to discuss even this ideal
process with realistic gas data; we again use those of Fig. 3. We assume ambient temperature at
the beginning of the cycle and a starting pressure high enough to avoid subatmospheric pressures
in all phases.

As Fig. 14 shows, both cycles use the isentropic change of state for switching between
heat-sink and heat-source temperature. The required energy for switching from low to high
temperature (corresponding to the distance between the horizontal isenthalps in a T-s diagram) is
quantitatively recovered when switching back to low temperature in a later phase.

During the isothermal phases, the internal energy of the gas, proportional to its
temperature, is constant The energy (work) put into the system during compression at ambient
temperature is therefore exactly compensated by the energy (heat) discharged to the
environment Similarly, the entire energy (work) extracted from the system during expansion at
heat-source temperature is exactly compensated by the energy (heat) the system receives from
the heat source. Input and output entropies are equal, provided no temperature differences occur
during heat transfer load-»cycle and cycle-»environment

That the entropy intake at heat source temperature is equal to the entropy output at ambient
temperature is as obvious in this diagram as in the diagrams shown previously for the ideal
Brayton and Stirling cycles (the parallelogram has now become a rectangle); it is not a specific
feature of the Camot cycle.

The simplicity and transparency of Carnot's fundamental gedankenexperiment make it an
ideal tool for theoretical considerations. In particular, the assumption of heat input and output at
two well-defined temperatures simplifies arguments.

For practical purposes, however, the Carnot cycle has severe drawbacks:
• The condition of isothermality requires careful control of the compression and expansion

process in the isothermal phases of the cycle in order to keep temperature gradients negligible
and avoid entropy production. Such control is all the more difficult to ensure as the gas
pressure varies strongly during the isothermal phases.

• The beauty of avoiding heat exchangers (which are a horror for the theorist because of the
complex phenomena they exploit) is stained by the fact that most so-called isentropic
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processes involve non-negligible residual entropy production. Such entropy production would
occur in the compressor and in the expander.

• Very high pressure ratios17 would be required to span temperature differences of practical
interest.

• After all, a real Carnot cycle would not even be free from internal heat exchange, since not
only the gas, but also its massive containment must follow the temperature cycle, and this
again leads to entropy production.

In total, it turns out that adiabatic switching between temperature levels would produce more
entropy than a well-designed counterflow heat exchanger.

In spite of all this, the Carnot cycle has found practical application in refrigerators based
upon adiabatic demagnetisation, which hold some promise for the pumping of heat at low
temperatures and low temperature ratios, for example from 1.8 K to 4.5 K. Magnetic
refrigeration cycles use the fact that in a certain temperature range18 the entropy of suitable
paramagnetic crystals depends on external magnetic fields, similar to the entropy dependence on
compression of a gas. A T-s diagram for the crystal gadolinium gallium garnet (Gd3 Ga5 O12,
'GGG'), with indication of a possible Carnot cycle, is shown in Fig. 15. The desired Carnot
cycle would have the phases:

(a) Magnetisation of the crystal in thermal contact with liquid helium at 4.5 K, accompanied
by heat transfer crystal-^helium under isothermal conditions (4.5 K),

(P) Thermal isolation of the crystal; demagnetisation, accompanied by a temperature drop in
the crystal from 4.5 K to 1.8 K,

(y) Establishment of thermal contact between the crystal and the load; continued
demagnetisation accompanied by heat transfer load-»crystal under isothermal conditions
(1.8 K),

(5) Thermal isolation of the crystal; magnetisation accompanied by a temperature increase in
the crystal from 1.8 K to 4.5 K.
The GGG diagram shows that the theoretical entropy throughput would be about

14 mJ/g K per magnetic cycle 0T-»4T-»0T . In reality, much less can be expected, since the
ideal Carnot cycle is implemented in very rough approximation only. In particular, phases (P)
and (5) are not clearly separated from (a) and (y), which results in entropy production due to
undesired internal heat transfer.

5.7 Summary of cryogenic cycles. Nomenclature

The cryogenic cycles discussed (disregarding those cycles working close to ambient
temperature) have in common:
- a compression phase,
- an expansion phase,
- between the two, a temperature-staging device (in most cases a counterflow heat exchanger)

ensuring that compression and expansion take place at different temperatures levels,
- heat exchangers for heat (entropy) transfer from the load to the cycle and from the cycle to

the environment

1 7 Or the availability of highly efficient cold compressors (suitable for gas compression at low temperature) for
multistage configuration of Carnot cycles...

1 8 Suitable for magnetic cooling are temperatures close to the characteristic temperature for spontaneous ordering
of magnetic ion dipoles. The phenomena are somewhat comparable to the behaviour of a real gas near
condensation temperature. The interaction of the ion dipoles with the crystal lattice must be small.



292

The purpose of compression is to bring the refrigerant gas into a low-entropy state,
preparing it for taking over entropy from the load. Compression is combined with entropy
discharge to the environment via heat exchangers that are more or less closely combined with die
compressor. To promote heat (entropy) transfer, a certain overtemperature with respect to
ambient temperature is necessary.

The purpose of expansion is to bring the low-entropy refrigerant to a temperature
somewhat lower than the load temperature, thus promoting heat (entropy) transfer from the load
to the refrigerant We distinguish between isenthalpic expansion in throttle valves, where cooling
results from work against Van der Waal forces, and adiabatic (ideally: isentropic) expansion in a
piston expander or turbine, where cooling results from energy (work) transfer to the outside. All
these devices produce entropy, which can be directly read from the T-s diagram (expansion line
dropping from left to right, in the sense of increasing entropy). Gas passing a Joule-Thomson
throttling valve usually (but not always) enters the liquid domain under the saturation curve of
the T-s diagram. Gas passing a turbine or a piston expander may also do so; a special design is
then required, and we speak of wet expanders.

The purpose of the temperature staging device is to prepare the refrigerant for compression
and expansion at optimum conditions. If a counterflow heat exchanger is used, this is done by
internal heat and entropy transfer between the refrigerant in its low- and high-pressure (high and
low entropy) states. In the case of the Carnot cycle, it is done by isentropic
compression/expansion. In simple, two-path counterflow heat exchangers with equal mass flow
in both channels, the entropy production appears as an increased horizontal distance between the
points representing the terminals at the warm end with respect to the cold end. For more
complex situations (multipath heat exchangers, different mass flows in channels etc.), this simple
graphic illustration is, however, not possible, and (in all cases, simple and complex) entropy
production is better evaluated numerically from entropy tables.

Usually, the heat exchanger connecting the cycle to the load is fed by the refrigerant in
saturated liquid form19, and heat transfer from the load leads to progressive evaporation of this
liquid. This process is isothermal, characterised by a horizontal line in the T-s diagram, and
efficient heat transfer to an isothermal load can be ensured by relatively simple means.

The heat exchanger connecting the cycle to the environment is usually fed by hot gas
coming from the compressor, because the efficient isothermal compressor, sufficiently cooled
during the entire compression process, has not yet been invented. Heat transfer to the
environment thus involves high temperature differences and leads to substantial entropy
production (usually the dominant component of the plant's entropy budget).

The entropy production associated with heat (entropy) transfer from the load to the cycle
and from the cycle to the environment does not appear in the usual simple T-s diagram.
Representation would require separate diagrams (sometimes given as inserts) for load and
cooling water conditions. However, since the transferred heat as well as the temperatures of the
load and the cooling water are usually known, the entropies taken from the load and received by
the cooling water are readily calculated from transferred enthalpies, and compared to the
corresponding values received (by the load heat exchanger) and discharged (by the compressor
heat exchangers).

1 9 Refrigerators are therefore often incorrectly called Iiquefiers. In principle, the term Uquefier is reserved for the
operation mode of a cryoplant in which the liquid is extracted from the plant and supplied to an external user
who will return the evaporated gas at ambient temperature. Contrastingly, in a refrigerator the refrigerant is
returned to the plant at or close to saturated vapour conditions; a refrigerator is designed for essentially
isothermal cooling. All intermediate cases are possible with gas recovery at a temperature well above
saturation, but well below ambient; such plants are loosely called cryoplants or cryogenerators.
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Many closely related cycles figure under different names. There are national preferences.
Sometimes, due to technical shortcomings, a given cycle can be considered as a crude
approximation of several ideal cycles. In general, it is better to give a brief description of the
cycle than to rely upon the clarity of a name.

To the best of my knowledge:

- the Bell-Coleman cycle is identical to the Brayton cycle, which is sometimes plainly called
the gas turbine cycle,

- the ideal gas turbine cycle is sometimes called the Joule cycle,

- heat engine cycles corresponding to the reverse of the evaporative refrigeration cycle
described in Section 5.1, are called (Clausius-)Rankine cycle and Him cycle, the evaporative
refrigeration cycle itself is sometimes called reverse Him cycle,

- the Ericson cycle, which is similar to the Brayton cycle, but differs from it by aiming at
isothermal rather than isentropic compression/expansion, is sometimes also called the
Ackeret-Keller cycle,

- the Linde cycle is sometimes referred to as Joule-Thomson cycle or Hampson cycle (George
Hampson patented, a few days before Linde, a cycle with counterflow heat exchangers, but
which was not specifically designed to work on the basis of the Joule-Thomson effect),

- the Stirling cycle is sometimes referred to as the Philips cycle.

- the Gifford-McMahon cycle and the Solvay cycle are similar to the Stirling cycle in using
regenerators and displacers, but differ from it in using external compressors and operating
between two constant pressure levels (isothermal-isobaric cycles comparable to the Ericson
cycle).

As for the name 'Claude cycle', I use it in a very broad sense for the combination of one or
several expander cycles with a liquefaction cycle making use of the Joule-Thomson effect, such
as the Linde cycle and its variations. A definition is given at the end of Section 5.5.

6 ENTROPY PRODUCTION IN CRYOPLANTS

There are countless sources of entropy. We can only discuss the most important ones:
entropy production associated with compressors, turbines and heat exchangers and entropy
production due to the mixing of cold and warm fluids and to unsteady operation conditions.

6.1 Entropy production associated with compression

The largest single source of spurious entropy in cryoplants is usually associated with the
compressor. Three types of compressors are currently used for helium service:

• Reciprocating (piston) compressors,

• Screw compressors, and

• (at very low temperatures only20) Turbocompressors.
A reciprocating compressor performs compression in a close'to-isentropic process. For

helium with Cp/R - 5/2, a pressure ratio of 3 according to equation (8 c) leads to an isentropic
temperature rise from 300 K to 465 K * 190 °C — close to the tolerable limits of compressor

20 The requirement of circumferential velocities comparable to sound velocity is not favourable for
turbocompressors for compressing light gases such as helium at ambient temperature: achievable rotational
speeds are too low for good efficiency.
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components. For this reason, compression to higher pressures is undertaken in a multi-stage
process — for example, from 1 bar to 20 bar in stages 1 bar —» 3 bar ~» 8 bar - • 20 bar, with
recooling to ambient temperature between stages ('intercooling')21. Multistage compression may
greatly reduce entropy production. Whilst entropy production in a close-to-isentropic process is a
priori low, the energy invested in the heating of the gas must somehow be discharged, either to a
work-producing secondary cycle such as a gas turbine — a theoretical solution generally ruled
out for many practical reasons — or by transfer to the environment (usually a water circuit) in
the form of heat Generalising equation (8c) for compression from the initial pressure p0 to the
final pressure pn in n stages of equal compression ratio (pjpo)lfn, we find that the required heat
transfer is

Ah = nCp*AT(stage) = nCp*T0*[(pn/p0)R / n C p - 1 ]

and the corresponding entropy transfer ASn = Ah/T0. Compared to the entropy transfer necessary
during isothermal compression,

following from (9c), we have the relative increase of entropy production

AsT R ln(pn/p0)

For pn = 20 bar, po = 1 bar, Cp/R = 2.S we find (for example)

Number of stages n

ASn/AST

1
1.93

2
1.37

3
1.23

4
1.17

—
—

oo

1.00

Multistage compression is thus obviously advisable for energetic reasons, but high
investment costs and maintenance requirements usually limit the number of stages to two or
three.

Screw compressors involve lower compression temperatures. The advent of the screw
compressor in cryogenics is of recent date, since milling machines for economic rotor production
became available only in the 1960s and 1970s. It may be useful to recall the working principles
of a screw compressor. A screw compressor (Fig. 16) consists of a pair of helical gears ('screws',
'rotors') of a tooth profile specially designed to compress the fluid trapped between mating
threads and to displace it in axial direction. The rotors are installed in a close-fitting casing with
apertures for suction and discharge at opposite ends. The upper part of the figure gives an
intuitive view of the progressive trapping of fluid between mating teeth. The length of the rotors
is strongly exaggerated; in reality rotors are less than two diameters long and the pitch is
comparable to the length. A series of cuts through the engaging pair is given in the lower part of
the figure, which can be read either as a movie sequence of gear positions at a given location or
as a picture of simultaneous gear positions at various axial locations. Helium is usually
compressed as a mixture with (uncompressible) oil; quantitative separation after compression is
required in a carefully designed coalescer/purifier. The oil not only reduces the otherwise

21 CJR and C,/R values are particularly low for monatomic gases such as helium (3/2 and 5/2, respectively), and
therefore the heating effect is particularly strong. For polyatomic gases, Cp/R and Cy/R values are higher—for
example, 5/2 and 7/2 for diatomic ideal gases. Hydrogen and air compressors therefore require a smaller
number of stages for the same final pressure, and it is for this reason usually not possible to use a hydrogen or
air compressor for helium without major modifications.
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prohibitively high leakage across rotor gaps, but also improves cooling;*in fact it is the high heat
capacity of the oil that limits the helium temperature to less than 100 °C even at compression
ratios much higher than those of reciprocating compressors. The reduced temperature and of
course the reduced leakage (which, however, remains considerable) are features improving
efficiency, but other mechanisms — for example, internal friction in the oil-gas mixture — result
in new losses. For the time being, the efficiency of screw compressors is no better than that of
reciprocating compressors. Their main advantages are low maintenance requirements, vibration-
free operation and therefore modest requirements on foundations, and relatively low cost.
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Fig. 16 Working principle of a screw compressor

In recent years cryoplants for cooling temperatures below 4.2 K have increasingly made
use of cold compressors designed to bring helium evaporated at subatmospheric pressure to a
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pressure more favourable for efficient operation of heat exchangers (heat exchangers for very-
low-pressure gas are bulky, expensive and may be major producers of entropy). Considerable
development work is going on. Turbocompressors are generally used at very low temperatures.
They benefit from the fact that the required rotor speeds are moderate, as molecular speed and
sound velocity decrease with temperature. The compression process is adiabatic, leading to a
considerable temperature increase. Required compression ratios may be very high (lOmbar :
1 bar = 1 : 100), and many stages may be necessary. When cold compressors are connected in
series, pressure and temperature variations at the outlet of the first compressor complicate
operation of the second, since efficient operation of turbomachines depends crucially upon inlet
conditions kept to the design point within narrow tolerances. A method for fixing inlet
conditions is the recooling of 'compressed' low-pressure helium to a well-defined temperature in
counterflow heat exchange with gas from other branches of the process. The layout of the
recooling loop can strongly influence its entropy production.

Generally, it must be stressed that a compressor/aftercooler assembly is to be judged by its
entropy production and entropy rejection rather than by its heat production and heat rejection,
since it is the final entropy transfer to the environment at ambient temperature that largely
determines the power requirements of the plant The entropy eventually discharged can be traced
back to the many individual entropy sources, of which it constitutes the arithmetic sum, whilst a
similar procedure for heat is not possible, since most of the heat eventually discharged has its
origin in non-thermal power provided by the compressor. Praising low-heat production (and
corresponding low-power consumption) as a specific advantage of cold compressors is an
incorrect appreciation of the situation.

62 Entropy production associated with expansion

Expansion takes place not only in sophisticated work-extracting expansion engines such as
piston expanders and turbines, but also in simple devices such as valves, and generally in any
part of the cycle where flowing compressible fluids undergo a pressure drop. In the first case, the
goal is isentropic expansion, and entropy production means deviation from that goal. In the
second case, we limit our discussion to expansion without external heat transfer, the change of
state is then isenthalpic.

Isentropic expansion in piston expanders or turbines occurs along a vertical line in the T-s
diagram (see Fig. 4). Adiabatic, but not exactly isentropic, expansion occurs along an inclined
line more or less close to vertical. Suppose the inlet state is given by pressure p and temperature
T; the associated enthalpy and entropy values h and s can be found in tables. The ideal outlet
state is determined by the given outlet pressure p' and the isentropy condition that the outlet
entropy is s'ideal = s. l " ; ^ and h*^] again are easily determined, To determine the real outlet
conditions, one parameter, for example, temperature T'reaj, must be measured. h'real and s ' ^ are
again easily determined. If the mass flow is m, the entropy production is m ( s ' ^ - s). The work
extracted is equal to the enthalpy decrease m (h - h '^) . The value T| = (h — h' ,^)/^ - h'^j) is
generally referred to as the efficiency of the expansion.

Entropy production in turbines (we skip reciprocating expanders in view of their limited
practical interest) may be due to turbulent dissipation of kinetic energy in the turbine wheels, but
also due to heat inleak by conduction or radiation, or to inlcak of warm helium from the gas
bearings carrying the rotor of modern cryogenic turbines.

Entropy production during isenthalpic expansion is as easily determined as the entropy
difference between outlet and inlet state: As = s(h,p) - s(h,p').

For isenthalpic expansion p ™> p' of ideal gases, for which isenthalps and isotherms
coincide, the entropy production follows, with T = T and Ap =p-p\ from (9c),
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At high pressures, the entropy production due to pressure drop in normal flow channels
may be negligible because Ap/p' is small. At low pressure, however, and in particular at
subatmospheric pressure, pressure drop in pipework and heat exchangers may be a major source
of entropy.

63 Entropy production associated with counterflow heat exchange
This section is devoted to conterflow heat exchange. Simple heat exchange has already

been treated in Sections 5.1 and 6.1 as a major problem in the context of compressor heat
rejection.

Balanced and unbalanced hset exchangers
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Fig. 17 Temperature distribution on balanced and unbalanced counterflow heat exchangers

We consider (top picture of Fig. 17) a two-passage counterflow heat exchanger, in which
heat is transferred from a stream rh (coolerf stream, flow direction T2-»Tl, i.e. warnwcold,
T2>Ti) to a stream rh'(coolwi£ stream, flow direction Tj-^Tj, i.e. cold-*warm). We assume
that there is no other heat exchange with the exterior. As a result of the internal heat exchange,
the temperature of stream nY increases in flow direction, while rh decreases in flow direction.
The First Law requires that, at any longitudinal element of the heat exchanger, the heat (enthalpy
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dH) given by stream m equals the enthalpy dH' received by stream nY; the difference of
enthalpies between the two streams is therefore the same at any two corresponding locations.
Applying this conclusion to the four terminals, we find H 2 - H 2 - H i ~ H i > hence
H2 - Hi + H{ - H2 = 0, or, summing over all terminals, with the convention to count as positive
the flows entering the heat exchanger (H2 , HJ) and as negative the flows leaving the heat
exchanger (H2, H^

0 . (11)

This equation is valid for any number of passages, i.e. also for multistream heat
exchangers.

Let us consider the simplest case, namely that of two equal mass flows having the same
constant specific heat: m = m' and cp=c' We then have because of H2 - H 2 = m c p (T2-T2)
^ H i ^ C T T i )

T 2 - T 2 = T 1 - T i tf

i.e. a constant temperature difference between corresponding locations at any place of the heat
exchanger.

With similar reasoning we find that

T j - T ^ T i - T i if mcp>m'Cp, ( 1 2 b )

i.e. the temperature difference increases from warm O2) *° c o ^ CTi)> and

T a - T ^ ^ - T J if mcp<m /cp , ( 1 2 c )

i.e. the temperature difference decreases from warm to cold.
Summing up, we state that the temperature difference between corresponding locations

increases in the flow direction of the dominating stream (the stream with the larger m Cp). This is
illustrated in Fig. 17.

In cryoplants we frequently encounter case (12b);. m' may be lower than m because some
liquefied or cold gas has been withdrawn at the cold end of the plant to be returned at ambient
temperature only (liquefier mode). In addition, the specific heat of real gases is somewhat
pressure-dependent and often higher at high pressure than at low pressure. For this reason,
temperature differences in heat exchangers in the absence of expansion engines tend to increase
from warm to cold When discussing the Claude cycle we noted the fact that the introduction of
the expansion engine in parallel to a heat exchanger creates an imbalance of mass flow in the
heat exchanger in favour of the low-pressure stream, as the expander takes gas from the high-
pressure stream warm-»cold, bypassing the heat exchanger, and eventually restitutes it to the
low-pressure stream cold-»warm. It thus creates a situation corresponding to (12c), leading to
decreasing temperature differences in the flow direction of the high-pressure stream. This
temperature decrease can be designed so as to compensate earlier temperature increases and to
keep temperature differences under control. An illustration is given in Fig. 18.

The entropy production in a counterflow heat exchanger is

S= J f ~ ™ - ~ Idh; m' not necessarily equal to m; T'<T.

The usefulness of thermodynamic computer programs for avoiding tedious integration is
demonstrated by Table 5 prepared with HEPAK. The table refers to a 'balanced* heat exchanger
handling equal mass flow of helium at pressures 20 bar and 1 bar. The table was calculated for a
given temperature difference of 10 K at the warm end of the heat exchanger and for finite
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enthalpy transfer elements Ah=100 J/g (steps 1580, 1480, 1380... J/g in the high-pressure
channel, and 1522, 1422, 1322... J/g in the low-pressure channel). It is obvious that the entropy
flow cold—>warm shown in the last column increases continuously from 25.78 to 31.44 J/g, due
to the entropy produced during heat transfer. The total entropy production can be calculated by
summation over all terminals, using the convention to count as positive the flows entering the
heat exchanger and negative the flows leaving it:

0 (14)

(s from tabulated values or computer programs).

Load

Fig. 18 Temperature distribution on the two heat exchangers of a Claude stage

This formula allows entropy production to be calculated for heat exchangers of any number
of passages. It is the most important formula for the evaluation of entropy production in a
cryoplant of any complexity.
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The reason for keeping temperature differences small by introduction of expansion engines
in Claude stages is of course the intention to minimise entropy production. As, according to (13),
entropy production depends on

A 1
T ,

it is most important to achieve small values for AT at the lowest temperatures of the plant

Tables
Entropy production on heat exchanger 300 K... 100K

pressure

P

bar

20

20

20

20

20

20

20

20

20

20

20

temperature

T

K

300.07

280.81

26134

24229

223.03

203.77

184.52

165.28

146.04

126.82

107.62

enthalpy

h

J/g
1580

1480

1380

1280

1180

1080

980

880

780

680

580

entropy

s
J/gK

25.39

25.05

24.68

24.28

23.85

23.38

22.87

22.30

21.65

20.92

20.06

pressure

P

bar

1

1

1

1

1

1

1

1

1

1

1

temperature

T

K

290.08

270.82

25137

23231

213.05

193.80

17434

15529

136.03

116.78

9732

enthalpy

h

J/g
1522

1422

1322

1222

1122

1022

922

822

722

622

522

entropy

s

J/gK

31.44

31.08

30.70

30.28

29.83

29.34

28.80

28.19

27.50

26.71

25.78

entropy flow upward

As = s(lbar)-s(20bar)

J/gK

6.05

6.03

6.02

6.00

5.98

5.96

5.93

5.90

5.85

5.79

5.71

We have tacitly assumed in the preceding that, in any cross-section, the heat exchanger is
characterised by only two temperatures—one for the cooled stream (T) and one for the cooling
stream (T). That this is so is by no means granted by nature but depends on the skill of the
designer and the manufacturer of the plant In particular, flow distribution in a heat exchanger as
shown in Fig. 7 can be such that, although the flow, averaged over the entire heat exchanger
cross-section, is balanced, certain parts are preferred by the cooled stream and others by the
cooling stream, which leads to local unbalance of flow and may result in unexpected temperature
differences and major losses of cooling capacity. The reason for this may be an inadequate
header design (see Fig. 7), obstructions in passages or, particularly in horizontal heat exchangers
at very low temperatures, stratification due to gravity.

6.4 Entropy production due to heat leaks or gas leaks
The consequences of heat inleaks to cold parts for the performance of a cryoplant are often

underestimated. Since S = Q / T , the entropy production due to a given heat inleak increases
with 1/T. An often encountered case of bad practice is heat introduction by cables of 'small'
cross-section handling electrical signals. Such cables can constitute a heat load of quite
unexpected importance because of the very high thermal conductivity of good electrical
conductors at cryogenic temperatures. Bridging of large temperature differences must therefore
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be avoided, and incoming heat should be intercepted at the highest possible temperature level, in
order to minimise entropy production.

Often overlooked are gas leaks between different temperature levels via leaking valves or
faulty components. The requirements on sealing properties (geometric matching) are higher at
low than at high temperatures because of the increased gas density, and they are more difficult to
meet because of the lack of elasticity of cold sealing materials. Mixing of warm and cold gas is a
typical example of an entropy producing process: while enthalpies are additive, resulting in a
mixing enthalpy

fr/_mlhl+ m2n2

a similar relation does not hold for entropy. The mixing entropy is given by the mixing enthalpy
and other boundary conditions (e.g. pressure, if mixing occurred at constant pressure) and can be
determined from tables. Always,

, / ./v m,s,+ihs/ = s(p,h/)>-lJ
T .

ni +m

Internal gas leaks, but also other heat leaks, can have further serious consequences by
unbalancing critical heat exchangers, shifting working points for delicate components (for
example, the Joule-Thomson valve) or creating an unexpected pressure drop at constrictions in
the process piping.

6.5 Entropy production due to unsteady operating conditions

Whilst entropy production in compressors, turbines and heat exchangers falls under the
responsibility of the cryoplant designer or manufacturer, who may also be responsible for some
heat and gas leaks, operating conditions are usually imposed by the operator or user. It is
therefore particularly important that the user be aware of the consequences of his requirements
for the performance of the plant. This awareness is often missing. In particular, users often
require the cryoplant to be able to cope with rapid changes of load conditions ('rapid' in
cryogenics means 'within a few minutes...'), not realising that any control action on a
thermodynamic system results in temporarily increased temperature differences in heat
exchangers and therefore in increased entropy production, thus jeopardising efficiency.

Ensuring steady operation conditions is therefore mandatory for efficient plant operation. It
turns out that primitive and apparently brutal methods are often more efficient than sophisticated
controls designed by specialists of non-thermal systems. A barbaric method that is often
successful consists of adding complementary heat (provided by an electric heater) to the load, to
keep constant the sum of the original load and the stabilising complement The entropy produced
by the heater is then smaller than that which would have been produced by an imperfect control
system.

In the worst case, unsteady operating conditions include tile breakdown of utility supply
(electricity or water) or off-design operation of the load (for example, quenches of
superconducting magnets). Economic considerations generally exclude a cryoplant design
capable of coping with such situations. Asking for increased cooling capacity for all eventualities
or for maximal redundancy of components or for ultimate investments in controls is usually not
economic, being less efficient than an investment in reliable conventional utilities and restricting
operating requirements to those matched to the realistic potential of the cryoplant.
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7 HOW TO DEAL WITH COMPLEX CRYOGENIC SYSTEMS

Figure 19 shows the flow scheme and the associated T-s diagram of a large cryoplant at
CERN. The plant handles a total entropy load of about 12 kW/4.5 K and uses seven turbines.
Two plants of this type were provided by Linde/Sulzer and two similar ones, designed to the
same specification, by L'Air Liquide. The specification was drawn up to meet the needs of LEP2,
but with the possibility of a later upgrade by about 50% for use with LHC. In view of the
upgrade, two low-pressure paths are provided: one, handling the return gas from the liquid-
helium vessel and passing by points ...39,...,31; and the other handling the return gas of the upper
turbines and passing by points 29.....21. At present the two paths are at identical temperature and
pressure conditions; for the upgrade, however, they can be separated and the turbine path
operated at higher pressure and mass flow without affecting the pressure in the liquid-helium
vessel. The upgrade will also require the installation of an additional turbine between TU3 and
TU5; this turbine will bear the now missing number 4.

We call the cycle a multistage Claude cycle because its central Linde cycle is precooled by
seven turbines, bypassing the cooled (high-pressure) stream of heat exchangers HX 2,4,6, 8, 10
and 12, and shifting the mass flow balance there in favour of the cooling stream. We introduced
a corresponding definition of the generalised Gaude cycle in Section 5.5.
The purpose of this section is to show how to use Table 2 and Fig. 2 to analyse a complex
installation. The plant shown in Fig. 19 serves as an example; details are neglected. Since
entropy considerations play an important role in what follows, numeric values of entropies at
component terminals are explicitly given in the T-s diagram. Entropies are given in
conventional units [Jig K or WlgK (for entropy flow)] and in units based upon the temperature
level of the main heat load of the plant, 45 K (a practice introduced with Fig. 2), namely JI45 K
orWI45K.

Step I: Definition of duty loads

The plant specification defines the following simultaneous loads:

Designation

Main load
Liquefier load
Heat intercept load

Quantity
10 kW
13g/s

6.7 kW

Supply conditions
saturated or subcooled liquid at 4.5 K
saturated or subcooled liquid at 4.5 K
gas, T < 75 K, any pressure

Recovery conditions
saturated vapour at 4.5 K
gas at 300 K, - 1 bar
gas, T < 75 K, any pressure

The total heat load is

Q i n=10kW+13g/s*(l1573.5-11.6)J/g+6.7kW=37.0kW,

taking the enthalpy values for helium gas at 1 bar and 300K (1*573.5 J/g) and at 4.5 K (11.6 J/g)
from HEPAK.

The corresponding entropy loads Sm follow from the data of the T-s diagram:

Designation

Main load

Liquefier load

Heat intercept load

Total Si,, according to flow sheet

Entropy load

510.5 g/s * (8.250-3.741) J/g K = 2302 W/K = 10.358 kW/4.5 K,
with respect to the specified 10 kW, a slight reserve is included

13 g/s • (31.477-3.781) J/g K = 360 W/K = 1.620 kW/4.5 K

28.1 g/s * (19.568-13.301) J/g K = 176.1 W/K = 0.792 kW/4.5 K

(2*302 + 3605 + 176.1) W/K = 2.84 kW/K - 12.8 W/4.5 K

Parasitic radiative and conductive heat loads are neglected.
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Fig. 19 Flow scheme and temperature-entropy diagram of a large cryoplant at CERN
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Step 2: Identification of internal entropy sources

We might individually calculate the entropy load of all components — for example, that of
heat exchanger HX11:

£misi
i

= m5 1s5 1 - rii52S52 + m43s43 - r h ^ s ^ + m 6 3s 6 3 - ri
= 205.4*(10.675-&867)+318.5*(7.684-5.916)+510.9*(12.539-14.469)[g/s*W/gK]

=-51.6W/K=-232W/4.5K

(negative since coming out of the heat exchanger). Such calculations are extremely useful for the
individual evaluation of components. They are easily done on a spreadsheat, the usefulness of
which, and of programs like HEPAK, is gratefully acknowledged, remembering the time when
such calculations had to be done on slide rules and mechanical calculators with graphical data
from diagrams on AO format The results for our present example (including internal entropy
production by turbines, i.e. entropy production at process temperature) are given in the flowsheet
of Fig. 19.

Step 3: Identification of enthalpy extraction by expansion devices

The power extracted by turbines is indicated in the flow sheet of Fig. 19; the total is

=14.5+14.2+7.8+8.9+4.5+3.0+1.5=54.4 kW.

This energy will be dissipated at 300 K (entropy production 54.4/300 = 0.2 kW/K =
0.8 kW/4.5 K).

Step 4: Output entropy, not including entropy production by compressor coolers

The output entropy can be found by summing up the entropies found in the preceding steps
or, more easily, directly from the T-s diagram of Fig. 19:

=-4.43kW/K=-19.9kW/4.5K.

Comparing this with the result of Step 1, we notice an entropy increase by 66%.

Step 5: Output heat

The heat output corresponding to $oHi(oeU«niiwor)is 4-4 3 kW/K*300 K = 1.33 MW.
The electric power received by the compressor is 2.5 MW.

The difference is due to entropy production in the compressor and the equipment
associated with it (in particular heat exchangers). Expressed in units of entropy, it corresponds to
(2.5-1.33) MW/300 K = 3.9 kW/K = 17.6 kW/4.5 K.

Conclusion:

The duty entropy load input of the cryoplant is 12 kW/4.5 K. Internal entropy sources
from heat exchangers, turbines etc. increase it by a factor of 1.66. Entropy production in the
compressor and associated equipment increase it by another factor of 1.88. In other words: the
entropy discharged to the environment is about 3.1 times that received by the load. 0.66 times
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the load entropy is produced by heat exchangers and turbines, 1.47 times the load entropy is
produced by the compressor.

Note that this is one of the most efficient cryoplants in the world.

8 WHAT IS ENTROPY?

Entropy is the fundamental quantity characterising thermodynamic systems.
Let us recall the main difference between mechanics and thermodynamics:

• In mechanics we deal with strongly constrained systems. The number of components and of
degrees of freedom is small. Their parameters, if not already known, can in principle be
determined, and their control is the task of the mechanical engineer.

• In thermodynamics we deal with very loosely constrained systems. The number of
components and of degrees of freedom is enormous; we would not dream of determining or
controlling instantaneous parameters of individual components (which, for simplicity, in the
following we will call particles). Nevertheless, the few constraints that are known (for
example, given number of particles, given total energy, restriction to a given volume, etc.)
allow some important predictions to be made about the behaviour of the system.

Rather than dealing with the real state of the system, as we would do in mechanics, in
thermodynamics we deal with all possible states compatible with the constraints. We call them
microstates. The most important thing we know about them is that their number exists and that it
is finite, although very large. (That the number is finite follows from our limited measurement
accuracy, which at any rate does not go beyond Heisenherg's uncertainty principle: it would not
be reasonable to count two states as different if we cannot, even in principle, discriminate
between them.) We call this number <&.

To calculate the value of O is not our objective— it can be done for some ideal systems
and is a task for theoreticians, far beyond the scope of this seminar. But the simple fact that this
number exists has important consequences in combination with the — plausible and
experimentally confirmed—Fundamental Assumption of thermodynamics:

The Fundamental Assumption of thermodynamics is that the
probability of being real (and not only possible) is the same for
all microstates.

Based upon this assumption, we may compare two macroscopic states (we will call them
macrostates), each loosely constrained and comprising a large number of microstates — say, 4>{

and <E>2- This does not mean very much as long as the two macrostates have nothing to do with
each other.

Suppose, however, that they underlie the same constraints. It then follows from the
Fundamental Assumption that the one of the two macrostates containing more microstates than
the other has a greater probability of being real, the probability being proportional to <X>. We may
go further and decompose the state of a real system into a set of macrostates differing from each
other by one property that interests us — for example, the distribution of energy over the degrees
of freedom of the system — described by a suitable function. We may scan the real system
according to an appropriate scheme. According to the Fundamental Assumption, the macrostate
containing the largest number of microstates has the highest probability of being real. We
conclude that the real distribution of energy is the one that corresponds to this macrostate.

Let us discuss the behaviour of two systems that, to begin with, underlie two different
constraints — for example, total energy, volume and particle number \HX, Vx, \5X and N2, V2, U2;
the respective microstate numbers are &{ and4>2.

As long we keep the two systems separate, the number describing the pair is
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v , . ^ ;N2, V 2 , U 2 ) = < D 1 ( N 1 , V 1 ) U 1 )*<D 2 (N 2 , V2,U

the product resulting from the fact that each possible state of system 1 can be combined with
each possible state of system 2.

If we admit interaction between the two — for example, heat exchange without particle
exchange and without change of individual volumes Vj and V2 — we get

<l>heatchangc(Ni,V1,U1;N2,V2,U2)=<I>1(N1,V1,u;)*<I»2(N2,V2>U2+U1-U;),

which leaves us with the problem of determining the energy Uj of system 1 after heat transfer.
The law of conservation of energy admits for Uj any value between 0 and Ux +U2. The

Fundamental Assumption requires Ul to take the value for which O =Oj * <£>2 becomes a
maximum. This condition is equivalent to the condition

O ln^ /a iDt tv = (3 In <&2/9U)N.V • (15)

If this were not so — for example, if d InOj/BU were greater than 9 In <I>2/3U — energy
would flow from system 2 to system 1 and the sum In ®x + In <3>2 — i.e. the product &x*<t>2 —
would increase, which would mean that the system had not yet reached equilibrium. (We
introduced the logarithm in order to find the maximum of the product <bx * <J>2; differentiation of
<J>! and<I>2 would have lead to the maximum of 4>i + <&2.)

A quantity that becomes a maximum in thermal equilibrium between two closed systems
of constant volume that exchange neither heat nor work nor particles with their environment
must be closely related to entropy, which has exactly this property. In fact, entropy as defined by
Clausius is related to $ by Boltzmann's law

<E*=exp(S/k) I or (16)

where k is Boltzmann's constant, introduced in Section 4.4. From experience we know that the
quantity that becomes equal for two systems in thermal contact is temperature, and in fact we can
identify 9 In4>/9U with 1/T: ___________^^

(17)

This is one of the most important equations in thermal physics. Referring to the question of
this section's headline, we might thus answer that entropy is the abscissa of the log T-s diagram,
the ordinate being -In (9s/8u).

Equation (17) leads to the procedure for measuring entropy at constant volume, introduced
in Section 4.3: measuring the change of temperature for a controlled change of internal energy
AU (produced, for example, by an electric heater), we have

a procedure that can be repeated stepwise in order to determine the temperature dependence of
entropy at constant volume over an extended range. Volume and pressure dependence can be
measured by similar methods.

Also, the other essentially thermodynamic quantities can be interpreted with reference to
entropy — for example, pressure:
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A numeric example far equation (16) may be instructive: 1 g of helium at 300 K, 1 bar has
an entropy of 31.44 J/K. With k = 1.38 * 1023 J/K we find

<D = exp (S/k) = exp (31.44/1.38 * 10"23) - 102-2* * IO24 ,

i.e. a number of 2.28 * 1024 digits. Printed at 12 characters/inch, this number has a length of
4.82 * 1021 m * half a million light-years, i.e. about five times the diameter of our galaxy. In
comparison, the superconducting electrons in a superconductor are in a fully defined state
described by a single macroscopic wave function, which contains all the information we can
possibly have about the system. Its entropy is zero, <I> has 1 digit. Appreciate the difference!

'Boltzmann's constant' k, one of the fundamental constants of Nature, was introduced
under that name by Planck in homage of Boltzmann, and the formulation S = k In W, engraved
on Boltzmann's tomb, is due to Planck. (W stands for Wahrscheinlichkeit, probability,
corresponding to O.) Boltzmann himself spoke about proportionality. In deep depression,
attacked and despised by the positivistic school as a guru of unscientific atomistic metaphysics,
he committed suicide in 1906. The triumph of the atom after the overwhelming discoveries at the
end of the 19th and the beginning of the 20th century, however, brilliantly confirmed
Boltzmann's conclusions and the power of his methods. But the positivistic warnings survived.
They, too, were justified. The atom and its constituents turned out not to be the expected
classical particles, and the new physics, quantum mechanics, eventually resigned from
describing them in pictures taken from our familiar world, limiting itself to statistical statements
about probable results of experiments.

Superconducting electrons and superfluid helium atoms are a particularly remarkable
species of quantum particles. But that is another story...

9 REFERENCES

Cryogenics can be seen under many aspects, and many good books are available on the
subject. This is not the place for a detailed review. Anyhow, most people confronted with
cryogenics are not looking for a textbook they would read right through but for specific
information providing insight into a feature that is the object of their current interest. In this
respect, it is certainly good advice to scan the proceedings of recent conferences on cryogenic
engineering. Two such conferences are held altematingly every two years: the International
Cryogenic Engineering Conference (ICEC) and the American Cryogenic Engineering
Conference (CEC). The CEC Proceedings are published under the title 'Advances in Cryogenic
Engineering'. The ICEC Proceedings were published in varying form and by several editors in
the past; the last conferences were the object of a special edition of the journal Cryogenics. This
journal is also is a good source of information.

My personal recommendation is:

Charles Kittel and Herbert Kroemer, Thermal Physics,
Second edition 1980, Freeman, San Francisco: 473 pages,

a fascinating introduction to thermodynamics, of great originality and in a very unpretentious
form. It has strongly influenced my thinking about cryogenic problems, although cryogenics is
only a small part of the book.

A very helpful and time-saving tool for access to numeric data about helium properties is
HEPAK, a program written by V. Arp, R.D. McCarty and B.A. Hands and published by
Cryodata, P.O.Box 558, Niwot, Colorado, USA 80544.
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SUPERFLUIDITY

WFVinen
School of Physics & Space Research, University of Birmingham, Birmingham, UK

Abstract
The paper contains a brief and elementary introduction to the
phenomenon of superfluidity in liquid helium-4. The experimentally
observed properties of superfluid 4He are described, and outline
explanations are given in terms of the existence of a Bose condensate
and a special form of excitation spectrum. The quantization of
superfluid circulation is described, and the role played by free
quantized vortex lines is explained.

1. INTRODUCTION

A fluid composed of electrically neutral particles that can, in certain circumstances,
flow without friction is called a superfluid. There is a close analogy to superconductivity,
which relates to frictionless flow of the electrons in certain metals at a low temperature. Two
superfluids are known in terrestrial nature: liquid 4He at a temperature below about 2 K; and
liquid 3He at a temperature below about 2 mK. The neutron fluid in a neutron star may also
be a superfluid.

All superfluids owe their properties to some type of Bose condensation. In liquid 4He,
in which the atoms are themselves bosons, the Bose condensation is more or less
straightforward; in liquid 3He, in which the atoms are fermions, there is, loosely speaking, a
Bose condensation of Cooper pairs, as in the electron fluid in a superconductor. However,
superfluid 3He is quite complicated, even in comparison with a conventional superconductor,
because the Cooper pairs are formed in states with non-zero angular momentum and non-zero
total nuclear spin. In this paper we shall concentrate on the simplest superfluid, formed from
liquid 4He. Liquid 4He, in either its normal phase or its superfluid phase, is used as a coolant
in practical applications: most commonly in superconducting magnets and SQUID systems.

It is not practicable to include in this paper a complete set of references. Much of the
material is covered in reference [1], although sometimes from a slightly different point of
view. A few other references are included, especially where the material is not covered in
reference [1].

2. THE THERMODYNAMIC PROPERTIES OF LIQUID 4He

The phase diagram is shown in Fig. 1. There is no conventional triple point, and no
solid phase exists at pressures below about 25 atm. There are two liquid phases, helium I and
helium II, separated by the "X-line". Helium I is a conventional (normal) liquid; helium II is
a superfluid.

The specific heat along the vapour pressure line is shown in Fig. 2. There is a sharp
peak at the X-line, of a type found in other systems at a temperature that marks the onset of
some type of ordering process: for example, at the Curie point of a ferromagnetic.

3. THE ELEMENTARY SUPERFLUID PROPERTIES OF HELIUM II

Superfluid helium will flow without friction even through a very narrow channel,
provided that the flow velocity is less than some critical value; it will flow easily even in
anadsorbed film. The critical velocity depends on channel width (increasing with decreasing
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width), and is typically a few cm per second. This frictionless flow suggests that the helium
can behave as though it has no viscosity. However, an observation of the damping in the
liquid of a disc oscillating at small amplitude in its own plane leads to a conventional
viscosity equal in order of magnitude to that of Helium I. The behaviour appears to be
somewhat irrational.

The thermal conductivity of helium I is very low. However, that of superfluid helium is
high and unconventional: the heat flow is generally proportional to neither the cross-sectional
area nor the temperature gradient. The heat conductivity is very high indeed at low heat
currents, but the non-linearity means that it can be much reduced at high heat currents.
Detailed investigation shows that heat conduction in superfluid helium obeys a wave equation

( V ^ = (l/cf y 2T/d t2) rather than the usual diffusion equation (KV2T = pCdT/dt); thus

temperature fluctuations do not diffuse, but instead they propagate as a wave (called second
sound).
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When superfluid helium flows through a narrow channel, it emerges at a lower
temperature: the mechanocaloric effect. Closely related to this effect is a large
thermomechanical effect; a temperature gradient along a narrow channel containing
superfluid helium leads to a large pressure gradient.

4. HELIUM AS A QUANTUM LIQUID: BOSE CONDENSATION

The fact that helium does not form a solid even at 7=0, except at high pressure, is
clearly indicative of quantum effects. Each atom in the liquid is confined by its neighbours;
this confinement leads to a large zero-point energy, which increases with increasing liquid
density; the zero-point energy therefore tends to keep the atoms apart to an extent that
prevents solidification, the attractive forces between the helium atoms being quite weak.

The third law of thermodynamics requires that the entropy of the helium, even in its
liquid state, must tend to zero as the temperature tends to zero. Superfluid helium at 7=0
must therefore be an ordered liquid. We have noted that the peak in the heat capacity at the
X-line is characteristic of an order-disorder transition. It must surely follow that superfluidity
is associated with this ordering process.

What type of ordering is possible in a liquid? To obtain a useful hint let us look at the
predicted properties of a hypothetical ideal gas at very low temperatures (hypothetical
because all real gases liquefy at a low temperature). The properties depend on the statistics of
the particles: 4He atoms are bosons, so we look at the properties of an ideal Bose gas. What
we find predicted is Bose condensation. Below a certain critical temperature a finite fraction
of the particles occupy the lowest quantum state in the vessel containing the gas, this fraction
increasing to unity at 7—»Q. The ordering at 7=0 takes the form of putting all the particles in
the same quantum state.

Can a similar effect occur in a liquid? And if so, is it responsible for superfluidity?

5. THE TWO-FLUID MODEL

Before we answer these questions we shall introduce a phenomenological model that
describes the observed properties of superfluid helium, even when they appear to be
somewhat irrational.

According to the two-fluid model superfluid helium consists of two interpenetrating
fluids: a normal component, density p „, behaving like a conventional viscous fluid and
carrying all the entropy of the system; and a superfluid component, density p s, behaving
like an ideal classical inviscid liquid and carrying no entropy. In the simplest cases the two
fluids can move relative to one another without frictional interaction. The proportion of
superfluid, p s/p, decreases from unity at 7=0 to zero at the X-transition (Fig. 3).

In terms of the two-fluid model heat flow in superfluid helium takes place by
counterflow of the two fluids; as long as the relative velocity of flow is less than a critical
value, which we shall discuss later, the only dissipative process opposing this counterflow
arises from the viscosity of the normal fluid and is very weak. The apparently conflicting
values of the viscosity obtained from flow through a narrow channel and from the damping of
an oscillating disc are easily understood: flow through the channel involves only the
superfluid component; the oscillating disc is damped by the normal fluid. Two types of wave
motion are possible in the system: one in which the two fluids oscillate in phase (ordinary or
first sound); and one in which they oscillate in antiphase {second sound or temperature
waves). A measurement of the speed of second sound provides a good way of obtaining from
experiment the normal and superfluid densities as functions of temperature (Fig. 3). They can
also be obtained from the Andronikashvili experiment, in which a measurement is made of the
period of oscillation of a pile of closely spaced discs suspended by a torsion fibre in the
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Fig. 3 The density of the superfluid component plotted against temperature

liquid. Only the normal fluid is dragged with the discs, so only the normal fluid contributes to
the moment of inertia of the disc system. Explanations of the thermomechanical and
mechanocaloric effects are fairly obvious and are left to the reader to consider.

When die two-fluid model was first proposed it was thought that it might be associated
with Bose condensation, the normal fluid component being identified with the excited atoms
and the superfluid component with the condensed atoms. We know now that this view is an
oversimplification, as we shall see in the next section.

6. BOSE CONDENSATION IN LIQUID HELIUM

That a form of Bose condensation does indeed occur in liquid helium below the X-
transition was probably first demonstrated theoretically by Penrose & Onsager [2] (perhaps
also by Bogolubov [3]), and confirmation has been provided by much subsequent theoretical
study. Direct experimental evidence has been hard to find, but reasonably convincing
evidence has now come from experiments on deep inelastic neutron scattering, which
measures in principle the momentum distribution of the bare helium atoms.

However, Bose condensation in a liquid differs from that in the ideal gas in that the
fraction of atoms in the lowest momentum state (which can be formally defined in terms of
the single-particle density matrix) is much smaller and, in liquid helium at low pressures,
reaches a value of only about 0.1 even at 7=0. This means that this condensate fraction
cannot be identified with the superfluid fraction p s/p. We shall return to the question of
what determines the superfluid fraction a little later.

6.1 Bose condensation and superfluidity

Let us imagine that the superfluid phase of liquid helium is contained in a long tube, and
that we suddenly set the whole liquid into motion along the tube with velocity V by means of
an impulsive pressure gradient. Since the whole liquid is set in motion the condensate must
also be moving with the same velocity, so that the wave function of the state into which
condensation has occurred takes the form

(1)
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where hk = m4 V and m4 is the mass of a helium atom.

The condensate contains a macroscopic number of atoms in a single quantum state (this
is still true even when the condensate fraction is relatively small). We can therefore regard
*F, not as a single particle wave function, but rather as a coherent particle wave (the
condensate wave function), analogous to the coherent electromagnetic wave produced by a
laser.

As the liquid helium moves along the tube the helium atoms interact with the walls of
the tube; scattering of atoms will occur, and some atoms will be scattered out of the
condensate. This scattering out of the condensate will reduce the amplitude of condensate
wave function, but it may not change the phase. Let us suppose that the phase is indeed
maintained. The scattering will lead to equilibration of the helium with the walls, but the
equilibration takes place in such a way that the phase of the condensate wave function is
constrained to remain unchanged. This is a case of broken symmetry, and can be compared
with the situation in a ferromagnetic material in which the overall magnetization is
constrained to point in a certain direction, although the individual atomic magnetic moments
are free to point in, for example, either of two opposing directions. Given the broken
symmetry the equilibrium state of the helium may involve a non-zero mass current density,
which is likely to be of the form

J , = P , V , (2)

at low velocities. We have therefore described a persistent (frictionless) flow of the
superfluid component, density p s, moving with velocity vs = V .

We emphasize that the equilibrium associated with the broken symmetry can be only
metastable; the state of the helium with no supercurrent density has a lower energy. The
metastable state must have a finite lifetime. The fact that superflow in helium can take place
with no observable friction shows that this lifetime can be very long. Later we shall discuss
what determines this lifetime, a discussion that will make clearer why the phase of the
condensate wave function tends to be constrained to remain unchanged.

The broken symmetry represents an ordering in the liquid helium, associated with the
Bose condensation. The condensate wave function ¥ can be regarded as the order
parameter in the superfluid phase. It is analogous to the Ginsburg-Landau order parameter in
superconductivity.

Although we have developed a satisfying description of superfluidity, it tells us nothing
about the magnitude of the superfluid density ps. Indeed we have so far presented no
argument for supposing that ps is non-vanishing at temperatures below the Bose
condensation temperature.

7. THE NORMAL FLUID FRACTION: PHONONS AND ROTONS

Curiously enough some understanding of what determines the densities p s and p n was
provided by Landau [4, 5] before the concepts of Section 6 had been developed. Landau
introduced the idea that the low-lying excited states of helium (those that can be thermally
excited at low temperatures) can be described in terms of a low-density gas of weakly
interacting excitations. Nowadays we are familiar with this type of idea in connection with
crystalline solids, where the excited states can be described in terms of quantized normal
modes (lattice vibrations), which we call phonons. Landau suggested that the lowest-lying
excitations in liquid helium are also phonons (longitudinal only), but that there are other
excitations at somewhat higher energy, which he called rotons. We now know that the
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phonons and rotons are not clearly distinguishable, and that they form a continuous spectrum
as shown in Fig. 4.

Direct experimental evidence for this form of the excitation spectrum has been provided
by inelastic neutron scattering.

The thermally excited states of helium can be described in terms of a weakly interacting
gas of phonons and rotons only as long as the density of these excitations is small. This
means that the temperature must not be too large; in practice less than about 1.8 K. At higher
temperatures the situation becomes more complicated.

0
0 0.5 1 1.5 2

k (A1)

Fig. 4 The excitation spectrum in superfluid 4He

2.5

We shall now argue that, at the low temperatures, the normal fluid can be identified
with the gas of excitations, and that we can use this picture to calculate the normal and
superfluid fractions.

Let us think again of the liquid helium as having been suddenly set in motion along a
tube with velocity V. The equilibration process (subject to the constraint of an unchanged
phase of the order parameter), which we described in general terms earlier, can now be seen
to be the process in which the excitation gas comes into equilibrium with the walls of the
channel, the background fluid continuing to move with the velocity V. Since the excitations
are effectively an ideal gas, the equilibration is easily described; one has simply to calculate
the distribution function for the excitations when they are in equilibrium with the channel
walls, in the presence of the background velocity V. Having obtained the excitation
distribution function, we can easily use it to calculate the momentum density, P ^ , associated
with the excitations. To obtain the new total momentum density in the liquid we must add to
Vex the original momentum density, p V, giving

Ps=P«,+pV. (3)

For a sufficiently low temperature we find that Ps > 0, P, being proportional to V for small
V, and we identify this residual momentum density with that of the moving superfluid

P , = P , V . (4)
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Hence we have shown that p s is non-zero, and we have a method for calculating its value at
low temperatures. The results are in very good agreement with experiment, when use is made
of the detailed form of the excitation spectrum obtained from inelastic neutron scattering.

7.1 Superfluidity and the form of the excitation spectrum

It must be emphasized that p s is found to be non-zero only if the excitation spectrum
has the appropriate form. The existence of only phonons at the lowest energies is a sufficient
condition. Otherwise the liquid is not a superfluid, even though there may be a Bose
condensate. The ideal Bose gas provides an example of a system for which the excitation
spectrum does not have the right form and it is not a superfluid.

It seems therefore that superfluidity requires both a condensate and the appropriate form
of excitation spectrum. Particle interactions are required in order to produce the required
form of excitation spectrum.

Space does not allow us to discuss exactly why the excitation spectrum has the form
observed. Much theoretical work has been devoted to this question; perhaps the most elegant
discussion was provided by Feynman [6].

8. MACROSCOPIC QUANTUM EFFECTS

Superfluidity is clearly a quantum phenomenon. But most properties of condensed
matter depend ultimately on quantum effects. What is unique to a superfluid is the
appearance of quantum effects on a macroscopic scale, as we now describe. These quantum
effects are related to the quantization of superfluid circulation, which arises from the long-
range phase coherence in the condensate wave function.

8.1 Rotation of the superfluid, and the quantization of superfluid circulation

As is clear from Eq. (1), the velocity, v , , of the superfluid component is linked to the
phase, S, of the condensate wave function. In general

v,=i-V5. (5)

It follows that curlv5 = U, which suggests that the superfluid cannot rotate. (We note in
passing that this irrotation condition is the analogue of the London equation in
superconductivity.)

The irrotation condition forbids rotation only in a simply-connected volume. In a
multiply-connected volume it allows a non-zero circulation round any circuit that cannot be
continuously deformed into a loop of zero size while remaining in the liquid. The circulation
in the superfluid component is defined as

$sdr, (6)

where the integral is taken round the circuit concerned (Fig. 5). However, in a superfluid the
circulation cannot take any value. The condensate wave function must presumably be single-
valued, and it is easy to see that this leads to the condition
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K = n—, (7)

where n is an integer. The quantum of circulation, h/m4, is macroscopically large (roughly
107 rrPs-1). The condition (7) has been verified experimentally by measuring the circulation
round a stretched wire running through the liquid; the Magnus (lift) force that arises from the
circulation modifies the modes of transverse vibration of the wire in a way that can be easily
observed and measured. The quantization of circulation in a superfluid is analogous to the
quantization of flux in a superconductor.

Fig. 5 A path round a torus along which the circulation does not necessarily vanish

8.2 Free quantized vortex lines

So far we have implicitly assumed that a volume of helium can be multiply-connected
only if it is contained in a vessel with suitable geometry. However, a volume of liquid can
also become multiply-connected if a small hole runs through it. We can establish a single
quantum of superfluid circulation round this hole, and we have created a free quantized vortex
line. Left to itself the hole acquires a size comparable with the interatomic spacing, so the
circulation exists round what is virtually a line through the liquid. This type of quantized
vortex line is the analogue of a flux line in a type II superconductor.

If the superfluid phase of liquid helium is situated in a rotating vessel of reasonable size,
it is observed that the whole liquid appears to rotate with the vessel; the observed shape of
the meniscus of the liquid indicates this quite clearly. The irrotation condition implies that
the superfluid cannot be rotating like an ordinary classical liquid. What happens is that the
superfluid becomes filled with an array of quantized vortex lines, all parallel to the axis of
rotation (Fig. 6). For an angular velocity of 1 rad s1 , the spacing between the lines is about
0.2 mm, and the spatially averaged flow velocity in the superfluid is then closely similar to
that associated with solid-body rotation. The discrete vortex structure will give rise to
dimples on the free liquid surface, but they turn out to be too small to see.

The presence of the free vortex lines changes some of the properties of the superfluid
phase. The excitations that constitute the normal fluid are scattered by the cores of the
vortices, and therefore any relative motion of the superfluid and the normal fluid results in a
frictional force between them: a force of mutual friction. An observation and study of this
force in uniformly rotating liquid helium provided the first experimental evidence for the
existence of quantized vortex lines and indeed for the quantization condition on the
circulation.
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Fig. 6 Vortices in uniformly rotating superfluid helium

8.3 The breakdown of ideal frictionless superftow

As we mentioned earlier, frictionless superflow is observed only at velocities that are
smaller than some critical value, which is typically of order 1 cm s 1 . Flow at supercritical
velocities is found to be accompanied by a mutual friction between the two fluids, similar to
that found in the uniformly rotating liquid. Detailed study showed that this "supercritical
mutual friction" was due to the generation within the superfluid component of an irregular
array of quantized vortices. The process is the quantum analogue of the production of
turbulence in a classical fluid. An understanding of this quantum turbulence is necessary for
a full understanding of heat conduction in superfluid helium, and it may therefore be
important if superfluid helium is to be used as a cooling agent.

In connection with the use of helium as a cooling agent it should be added that, when
heat flows from a solid body into liquid helium, there is a large thermal resistance (of order
2 K W 1 cm2) associated with the boundary (the Kapitza resistance). Heat flow through the
boundary involves the transfer of energy between the excitations in the liquid and those in the
solid, and the Kapitza resistance arises from a kind of acoustic mismatch across the boundary.

8.4 The metastability of superflow

We emphasized in Section 7 that ideal frictionless superflow can be only metastable,
even at low velocities. If, for example, superflow is established round a toroidal channel, the
supercurrent cannot persist for ever; it must ultimately decay, although the time associated
with this decay may be very long.

We have seen in the preceding section that the generation of quantized vortices gives
rise to a frictional force on the superfluid, and it must be the generation of such lines that
causes the ultimate decay of a supercurrent. Let us look at the fundamental nature of this
process in more detail.

Consider superflow round the toroidal channel shown in Fig. 7. The velocity of flow,
v5 , must be such that an integral number, N, of quanta of circulation are associated with the
hole in the centre of the toroid. Decay of the supercurrent will involve the loss of one or more
of these quanta. Such a decay can occur only if a free vortex is created in the helium and then
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moves across the channel. Such a process changes the phase of the order parameter within
the helium, and it is often referred to as phase slip. In practice the phase cannot change in any
other way.

Fig. 7 Decay of a persistent supercurrent by vortex motion

It is easily seen that the creation and movement of the vortex across the channel is
opposed by a potential barrier. This barrier has its origin in an attraction that exists between a
vortex and a neighbouring wall (or equivalently between a vortex and its image in the wall).
The metastability of the superflow depends on the existence of this barrier, the presence of a
barrier of this type is characteristic of all metastable states. The lifetime of the state is
determined by the rate at which the barrier can be surmounted.

The barrier height for the vortex motion in various geometries has been calculated. Its
height depends on the velocity v5; for small velocities, of order 1 cm s"1, and for
temperatures not too close to the X-line, the barrier turns out to be so high that the lifetime
ought to be astronomical. In reality the lifetime is often much shorter; frictionless superflow
seems to break down much more easily than is predicted. As is now widely accepted, this
easy breakdown is associated with the almost inevitable presence in any real volume of
helium of a few free vortices that are probably pinned to protuberances on the walls of the
containing vessel and are remnants of a large concentration of vortices that is known to be
created as the helium is cooled through the X-transition [7]. These remanent vortices act to
nucleate new vortices, in much the same way as remanent dislocations act to generate new
dislocations in a solid crystal and hence reduce its intrinsic strength. In the past few years
experimental conditions have been found in which the effect of these remanent vortices has
been minimized or eliminated, and the vortex nucleation barrier has then been shown to agree
with that predicted from the image forces. The barrier can still be overcome at sufficiently
high flow rates, and recent experimental and theoretical studies (see, for example, references
[1, 8, 9]) have demonstrated the existence of processes involving either thermal excitation
over the barrier or quantum tunnelling through it, depending on the temperature.

9. SUMMARY AND CONCLUSIONS

In this paper we have tried to describe some of the remarkable phenomena associated
with superfluidity in liquid 4He, and to give an indication of the way these phenomena can be
understood in terms of effects associated primarily with a form of Bose condensation in the
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liquid. One might wonder why such a wealth of strange phenomena has not led to more
practical applications.
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OPERATING AT 1.8 K:
THE TECHNOLOGY OF SUPERFLUID HELIUM

Ph. Lebrun
CERN, Geneva, Switzerland

Abstract
The technical properties of helium II ("superfluid" helium) are presented
from the user point of view. Its applications to the cooling of
superconducting devices, particularly in accelerators and colliders, are
discussed in terms of heat transfer capability and limitations in
conductive and convective modes. Large-capacity refrigeration
techniques below 2 K are reviewed from the point of view of
thermodynamic cycles as well as process machinery. Examples drawn
from existing or planned projects illustrate the presentation.

1. INTRODUCTION

Once a curiosity of nature and still today an arduous research topic in condensed-matter
physics, superfluid helium*) has recently become a technical coolant for advanced
superconducting devices, to the point that it is now implemented in industrial-size cryogenic
systems, routinely operated with high reliability. Two main reasons dictate the use of
superfluid helium as a coolant in superconducting devices, namely the lower temperature of
operation, and the enhanced heat transfer properties at the solid-liquid interface and in the bulk
liquid.

The lower temperature of operation is exploited in high-field magnets [1, 2], to
compensate for the monotonously decreasing shape of the superconducting transition frontier in
the current density-versus-magnetic field plane, shown in Fig. 1 for superconducting materials
of technical interest. In this fashion, the current-carrying capacity of the industrial Nb-Ti
superconducting alloys can be boosted at fields in excess of 8 T, thus opening the way for their
use in high-field magnet systems for condensed-matter physics [3,4, 5], magnetic confinement
fusion [6, 7] and circular particle accelerators and colliders [8, 9]. In the case of high-
frequency superconducting devices, such as acceleration cavities [10], the main drive for
superfluid helium cooling is the exponential dependence of the BCS losses on the ratio of
operating-to-critical temperature. Accelerators based on this technology, such as medium-
energy, high-intensity machines [11, 12] and future high-energy lepton colliders [13, 14]
operate in the temperature range which minimizes capital costs and overall energy consumption.
This issue is schematized in Fig. 2.

The technical heat transfer characteristics of superfluid helium basically derive from its
peculiar transport properties, such as high heat capacity, low viscosity and good effective
thermal conductivity [15,16]. In order to be fully exploited, however, both in steady-state and
transient regimes, e.g. for power heat transport over macroscopic distances as well as intimate
stabilization of superconductors, they require elaborate thermohydraulic design of the cooling
circuits, conductor, insulation and coil assemblies. This often conflicts with other technical or
economic requirements of the projects and acceptable trade-offs have to be found.

*) Strictly speaking, we are referring to the second liquid phase of helium, called He II, which exhibits the unusual bulk
properties associated with superfluidity and is therefore also called "superfluid". This is not to be confused with the
entropy-less component of the phenomenological two-fluid model accounting for the behaviour of He II, for which
some authors prefer to keep the qualificative "superfluid".
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2 . PRESSURIZED VERSUS SATURATED SUPERFLUID HELIUM

A look at the phase diagram of helium (Fig. 3) clearly shows the working domains of
saturated helium II, reached by gradually lowering the pressure down to below 5 kPa along the
saturation line, and pressurized helium ft, obtained by subcooling liquid at any pressure above
saturation, and in particular at atmospheric pressure (100 kPa).

Although requiring one more level of heat transfer and additional process equipment —
in particular a pressurized-to-saturated helium II heat exchanger — implementation of
pressurized helium II for cooling devices brings several important technical advantages [17].
Avoiding low-pressure operation in large and complex cryogenic systems clearly limits the risk
of air inleaks, and resulting contamination of the process helium. Moreover, in the case of
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electrical devices, the low dielectric strength exhibited by low-pressure helium vapour [18], in
the vicinity of the minimum of the Paschen curve [19], brings the additional risk of electrical
breakdown at fairly low voltage. Operating in pressurized helium II avoids this kind of
problem.
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Fig. 3 Phase diagram of helium

However, the most interesting and specific aspect of pressurized helium II in the
operation of superconducting devices, stems from its capacity for cryogenic stabilization. As a
subcooled (monophase) liquid with high thermal conductivity, pressurized helium II can absorb
in its bulk a deposition of heat, up to the temperature at which the lambda-line is crossed, and
local boiling then starts due to the low thermal conductivity of helium I. Quasi-saturated helium
II, which is in fact slightly subcooled due to the hydrostatic head below the surface of the liquid
bath, may only absorb heat deposition up to the point at which the saturation line is crossed,
and change of phase occurs. The enthalpy difference from the working point to the transition
line is usually much smaller in the latter case. The argument, developed in reference [20],
typically yields an order of magnitude better performance in favour of pressurized helium n.

3. CONDUCTION COOLING

In the following we shall only consider conductive heat transport in helium II at heat
fluxes of technical interest (typically above 1 kW.nv2 ). For most practical geometries, this
means working in the "turbulent" regime with full mutual friction between the components of
the two-fluid model [21]. In this regime, helium II exhibits a large, finite and non-linear bulk
heat conductivity, the value of which depends both on temperature and heat flux. While the
general patterns of this behaviour can be predicted by the Gorter-Mellink theory*), practical data
useful for engineering design has been established in a number of experiments [22-27].

Consider conduction in one-dimension, e.g. in a tubular conduit of length L, the ends of
which are maintained at temperatures Tc and Tw. The steady-state heat flux q' is given by:

*) CJ. Gorter and J.H. Mellink introduced in 1949 the idea of an interaction producing mutual friction between
the components of the two-fluid model, to account for the observed transport properties of helium II.
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= X(Tc)-X(TJ (1)

where the best experimental fit for n is 3.4, and X(T) is a tabulated function of temperature,
physically analog to a conductivity integral [22]. A plot of this function in Fig. 4 reveals that
the apparent thermal conductivity of helium II goes through a maximum at around 1.9 K.
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As an example, the heat flux transported by conduction between 1.9 and 1.8 K in a 1-m
long static column of helium II is about 1.2 W.cm2, i.e. three orders of magnitude higher than
that conducted along a bar of OFHC copper of the same geometry! The non-linearity with
respect to heat flux also results in a much weaker dependence of conduction upon length, or
thermal gradient. While the heat flux conducted in a solid is directly proportional to the thermal
gradient applied, doubling the conduction length in a column of helium II only reduces the heat
flux by some 20 %.

The variation of X(T) also implies that, for each value of the cold boundary temperature
Tc, there exists a maximum possible heat flux at which Tw reaches the lambda point, and the
helium column ceases to be superfluid. Values of this limiting heat flux, which also weakly
depends on L, range from a fraction to a few units of W.cnv*, for practical cases of interest.
This clearly brings an intrinsic limitation in the applicability of helium II conduction for quasi-
isothermal cooling of long strings of superconducting devices in an accelerator. Transporting
tens of watts over tens of meter distances would then require several hundred mK temperature
difference and a large cross-section of helium, which is both impractical and thermodynamically
costly. For a more precise estimate, consider a uniformly heated tubular conduit of length L,
operating between temperatures Tc and Tw, and apply the helium II steady-state conduction
equation to this fm-type geometry. After integration:

q'total" L = (n+1) fX(Tc) - X(TJ] (2)

where q'totai is the total heat flux flowing through the section at temperature Tc, near the heat
sink. As an example, cooling a 50-m long cryomagnet string, with a uniform linear thermal
load of 1 W.nr1, by conduction between 1.9 K (temperature of the warmest magnet) and 1.8 K
(temperature at the heat sink), would require a helium II cross-section of 90 cm*, i.e. a 10.7-cm
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diameter conduit. In view of such constraints, the conduction-cooling scheme originally
proposed for the LHC project [28] was later abandoned. It is however currently used for
cryogenic testing of single LHC magnets [29].

The high thermal conduction in helium II can however be exploited to ensure quasi-
isothermality of helium enclosures of limited spatial extension, such as the helium bath of a
superconducting magnet under test. Knowledge of temperature changes at any point in the bath
then permits to assess enthalpy changes of the system, and thus to perform calorimetric
measurements. This technique proves very convenient for measuring minute heat inleaks [30]
or energy dissipation [31] produced by ramping losses or resistive transitions in
superconducting magnets.

4 . FORCED CONVECTION OF PRESSURIZED SUPERFLUID HELIUM

To overcome the limited conduction of helium II in long strings of cryogenic devices,
the obvious issue is to create a forced circulation of the fluid in a cooling loop, thus relying on
convective heat transfer. One can then benefit from an additional control parameter, the net
velocity imparted to the bulk fluid. In the following we shall only discuss convection in
channel diameters of technical interest, i.e. typically greater than 1 cm. The flow induced by a
pressure gradient across an hydraulic impedance is then essentially determined by the viscosity
of the bulk fluid. Assuming that internal convection between the components of the two-fluid
model is independent of the net velocity, reduces the problem to the behaviour of a flowing
monophase liquid with high, non-linear thermal conductivity. The steady-state heat transport
Q' between two points 1 and 2 of the cooling loop is then given by the difference in enthalpy of
the fluid flowing with a mass flow-rate m':

Q' = m'(H2-Hx) (3)

An estimate of the potential advantage of forced convection over conduction can be
made, using the same geometry and temperature boundary conditions as described in Section 3
above. Consider helium II pressurized at 100 kPa, flowing in a heated pipe of length 1 m and
cross section 1 cm2, and assume its temperature increases from 1.8 K at pipe inlet, to 1.9 K at
outlet. It is easy to show that for flow velocities above 0.2 m.s-1, convective heat transport
exceeds conduction.

The above calculation however neglects pressure drop along the flow. A look at the
pressure-enthalpy diagram of helium (Fig. 5) reveals a positive Joule-Thomson effect [32]: the
enthalpy of the fluid increases both with increasing temperature and pressure, so that an
isenthalpic expansion results in a temperature increase. For example, pressurized helium II
flowing across a pressure gradient of 50 kPa will warm up from 1.8 K to 1.9 K, in the absence
of any applied heat load. The magnitude of this effect requires precise knowledge of the
thermohydraulic behaviour of helium II, in order to validate its implementation in long cooling
loops [33].

Following early exploratory work [34, 35], several experimental programs have
investigated heated flow of pressurized helium II in pipes and piping components [36, 37],
culminating with the 230-m long test loop in Grenoble [38, 39] which gave access to high
Reynolds numbers and extended geometries characteristic of accelerator string cooling loops.
In parallel to that work, mathematical models were developed for calculating combined
conductive and convective heat transport processes in complex circuits [40, 41], and validated
on experimental results. Pressure drop and heat transfer— both steady-state and transient — in
flowing pressurized helium II may now be safely predicted for engineering purposes, using
well-established laws and formulae.

The implementation of forced-flow cooling requires cryogenic pumps operating with
pressurized helium II. Although most of the experimental work has been performed using



326

positive displacement, i.e. bellows- or piston-pumps originally developed for helium I [42],
the thermomechanical effect, specific of the superfluid, may also be used for driving cooling
loops by means of fountain-effect pumps [43—46]. In spite of their low therrnodynamic
efficiency [47], a drawback of limited relevance for using them as circulators which have to
produce low pumping work, fountain-effect pumps are light, self-priming and have no moving
parts, assets of long-term reliability e.g. for embarked applications in space [48]. At higher
heat loads, they have been considered [49] and tested [50] for forced-flow cooling of
superconducting magnets: the overall efficiency of the process may then be improved by
configuring the cooling loop so as to make use of the heat load of the magnet proper to drive the
thermomechanical effect in the pump [51].

1000

1.7K 1.8K 1.9K 2.0K 2.1 K

Enthalpy [J.g1]
Fig. 5 Pressure-enthalpy diagram of superfluid helium

5 . TWO-PHASE FLOW OF SATURATED SUPERFLUID HELIUM

The conductive and convective cooling systems described above, both transport heat
deposited or generated in the load, over some distance through pressurized helium II, up to a
lumped pressurized-to-saturated helium II heat exchanger acting as quasi-isothermal heat sink.
This is achieved at the cost of a non-negligible — and thermodynamically costly — temperature
difference, thus requiring to operate the heat sink several hundred mK below the temperature of
the load.

A more efficient alternative is to distribute the quasi-isothermal heat sink along the
length of the accelerator string. In this fashion the conduction distance — and hence the
temperature drop — in pressurized helium II is kept to a minimum, typically the transverse
dimension of the device cryostat. This leads to the cooling scheme proposed for the LHC at
CERN, and schematized in Fig. 6: the superconducting magnets operate in static baths of
pressurized helium II at around atmospheric pressure, in which the heat load is transported by
conduction to the quasi-isothermal linear heat sink constituted by a corrugated copper heat
exchanger tube, threading its way along the magnet string, and in which flowing two-phase
saturated helium II gradually absorbs the heat as it vapourizes [9].

Although potentially attractive in view of its efficiency in maintaining long strings of
magnets at quasi-uniform temperature, this cooling scheme departs from the well-established
wisdom of avoiding long-distance flow of two-phase fluids at saturation, particularly in
horizontal or slightly inclined channels. Moreover, no experimental data was available for
flowing saturated helium II, and very little for other cryogenic fluids in this configuration.
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Following first exploratory tests [52] which demonstrated the validity of the concept on a
reduced geometry, a full-scale thermohydraulic loop [53] permitted to establish the stability of
horizontal and downward-sloping helium II flows, to observe partial (but sufficient) wetting of
the inner surface of the heat exchanger tube by the liquid phase, thanks to flow stratification,
and to address process control issues and develop strategies for controlling uniformity of
temperature at strongly varying applied heat loads, in spite of the low velocity of the liquid
phase. As long as complete dryout does not occur, an overall thermal conductance of about
100 W.m^.K-i can be reproducibly observed across a ND40 heat exchanger tube, made of
industrial-grade deoxidized phosphorus copper.

pressurized He II, static

saturated He II, flowing / heat exchanger tube

magnet heliurli vessel s c b"s b a r connection
Fig. 6 Principle of the LHC superfluid helium cooling scheme

Once the wetting of the inner surface of the tube is guaranteed, the heat transfer from the
pressurized to the saturated helium II is controlled by three thermal impedances in series: solid
conduction across the tube wall, and Kapitza resistance at the inner and outer interfaces between
tube wall and liquid. While the former can be adjusted, within technological limits, by
choosing tube material and wall thickness, the latter, which finds its origin in the refraction of
phonons at the liquid-solid interfaces and is thus strongly temperature-dependent, largely
dominates below 2 K [54]. The use of high-purity, cryogenic-grade copper such as OFHC is
thus not required, and pressurized-to-saturated helium II heat exchangers can be made of DLP
grade - "plumber's" copper.

The final validation of the two-phase helium II flow cooling scheme for LHC has been
performed successfully on a 50-m long test string, equipped with full-scale prototype
cryomagnets, operated and powered in nominal conditions [55]. At varying heat loads
exceeding 1 W.nr1, all magnets in the string were maintained in a narrow range of temperature,
a few tens of mK above the saturation temperature of the flowing helium II. Thermal buffering
provided by the pressurized helium II baths contributed to limit temperature excursions, at the
cost of introducing strong non-linearities and time delays in the system, which must be coped
with by elaborate, robust process control [56]. In addition to that applied work, more
fundamental experimental studies are presently conducted on a specially-instrumented, 90-m
long test loop at CEN-Grenoble, comprehensively equipped with diagnostics and a transparent
section for visual observation and interpretation of the flow patterns.

6 . REFRIGERATION CYCLES AND EQUIPMENT

The properties of helium at saturation (Fig. 3) impose maintaining an absolute pressure
below 1.6 kPa on the heat sink of a 1.8 K cryogenic system. Bringing the saturated vapour up
to atmospheric pressure thus requires compression with a pressure ratio exceeding 80, i.e. four
times that of refrigeration cycles for "normal" helium at 4.2 K. For low-power refrigeration,
e.g. in small laboratory cryostats, this is achieved by means of standard Roots or rotary-vane
vacuum pumps, handling the very-low pressure gaseous helium escaping from the bath after it
has been warmed up to ambient temperature. This technology may be pushed to higher flow-
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rates using liquid-ring pumps, adapted for processing helium by improving the tightness of
their casing and operating them with the same oil as that of the main compressors of the 4.2 K
cycle [57], or oil-lubricated screw compressors operating at low suction pressure. In any case,
compression at ambient temperature is hampered by the low density of the gaseous helium,
which results in large volume flow-rates and thus requires large machinery, as well as in costly,
inefficient heat exchangers for recovering enthalpy of the very-low pressure stream.

The alternative process is to perform compression of the vapour at low temperature, i.e.
at its highest density. The pumps and recovery heat exchangers get smaller in size and less
expensive, but the work of compression is then injected in the cycle at low temperature, so that
the inevitable irreversibilities have a higher therrnodynamic weight. Moreover, the pumping
machinery which handles cold helium must be non-lubricated and non-contaminating, which
seriously limits the choice of technology. Hydrodynamic compressors, of the centrifugal or
axial-centrifugal type, have been used in large-capacity systems [58]. Their limited pressure
ratio however imposes arranging them in multistage configurations [59,60], thus narrowing the
operational range of the system, in particular for startup or off-design modes, unless they are
used in combination with more compliant volumetric machines, or in a scheme which permits
independent adjustment of flow-rate or wheel inlet conditions [61, 62].

The practical ranges of application of these different pumping techniques appear in
Fig. 7, setting a de facto limit for warm compression above 20'000 m3.h-1, or typically 300 W
at 1.8 K.
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Fig. 7 Range of application of low-pressure helium compressors

The efficiency of the Joule-Thomson expansion of liquid helium, usually tapped at
atmospheric pressure and 4.2 K, down to 1.6 kPa and 1.8 K, can be notably improved if it is
previously subcooled by the exiting very-low pressure vapour in a subcooling heat exchanger.
Several techniques [63] are presently under investigation for industrially producing efficient,
compact subcooling heat exchangers with small pressure drop on the vapour stream.

7 . SUPERFLUID HELIUM CRYOSTATS

The high thermodynamic cost of low-temperature refrigeration may only be rendered
acceptable provided the heat loads at the 1.8 K level are tightly budgeted and contained. Setting
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aside the dynamic heat loads, produced by powering of the magnets and acceleration cavities, or
interactions with the circulating particle beams, the base load in the cryogenic system of a large
accelerator is the cryostat heat inleak, falling onto several kilometers (or tens of kilometers) of
cold mass. It is therefore very important, in large projects, to design, construct and assemble
reproducibly device cryostats with low residual heat inleak.

The structure of accelerator cryostats for devices operating in superfluid helium [64-67]
(Fig. 8) reflects these preoccupations. The device cold mass is supported and precisely
positioned from the ambient-temperature vacuum vessel by post-type supports, made of non-
metallic composites, with several levels of heat interception at intermediate temperatures [68].
In this fashion the residual heat inleak to the 1.8 K level can be kept more than two orders of
magnitude smaller than the heat drawn by conduction along the posts from the ambient-
temperature environment. The thermal performance achieved in practice, however, critically
depends on the quality of the heat intercepts, i.e. on the ability to realize good solid-to-solid
thermal contacts under vacuum.

SC Bus Bars

Heat exchanger pipe
Iron yoke (cold mass, 1.9K)
Superconducting coils
Shrinking cylinder / He ll-vessel
Beam screen
Thermal shield (55 to 75K)
Non-magnetic collars
Vacuum vessel
Beam pipe
Radiative insulation

Support post

Support

GHe return

70 K shield

4.5 K shield

LHe vessel
and cavity

a)

b)

Coupler

Fig. 8 Transverse cross-sections of superfluid helium cryostats for accelerator devices:
(a) LHC, (b) TESLA

Radiation and residual gas conduction in the evacuated insulation space are limited by
one or two nested actively cooled shields, wrapped with multilayer reflective insulation.
Although single low-emissivity surfaces are in principle sufficient to reduce the radiative heat
inleak below 80 K, the use of multilayer systems appears essential to provide robustness of
performance against degradation of the insulation vacuum [69], a mishap bound to occur locally
around the multi-kilometer circumference of a large accelerator. With proper industrial-scale
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implementation of such techniques, the distributed heat flux reaching the cold mass may then be
kept well below 0.1 W.nr2.

The experimental validation of cryostat performance requires precise calorimetric
measurements, which may only be performed on well-instrumented, dedicated thermal models
[70]. It is however satisfying to observe that industrially-produced cryostats reproducibly
perform in accordance with budgeted heat loads [71]. In particular, the leaktightness
requirements of superfluid helium enclosures can be met by the standard joining and testing
technology employed for helium I cryostats.

8. CONCLUSION

Operating particle accelerators and colliders at 1.8 K, using superfluid helium as a
technical coolant, has now become state of the art. The new projects, in construction or in
study, nevertheless represent major challenges in view of their large size and quest for reliability
and efficiency. This situation has triggered vigorous development programmes in several
laboratories, as well as in the cryogenic industry, which have started to produce tangible
results. There is no doubt that the coming years will see more progress in the technology of
superfluid helium.
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IMPACT OF SUPERCONDUCTORS ON LHC DESIGN

J. Gareyte
CERN, Geneva, Switzerland

Abstract
The LHC is a high field, high luminosity hadron collider. The desire
to exploit the existing LEP tunnel and infrastructure in the most cost
effective way while reaching the highest possible energy led to the
choice of a high field superconducting technology, using NbTi
conductors in superfluid helium. This has important consequences for
the design and performance of the machine. On the one hand it helps
reach the desired large value of the luminosity with the minimum
number of circulating particles. On the other hand it makes the
machine very sensitive to particle losses and other beam effects. The
unavoidable magnetic field errors of superconducting magnets have
also a strong influence on the machine performance and must be
carefully compensated.

1 INTRODUCTION

The vast majority of large hadron colliders proposed or designed in the last two decades
use superconducting magnets. The obvious reason is that of cost. It has been shown that the
price per Tm of superconducting magnets is much lower than that of classical ones. In
addition, the power bill during operation is reduced, and if one considers the problems linked
to the size of the site and of the infrastructure, the reasons to choose a superconducting system
are compelling. In the case of the Large Hadron Collider (LHC) the tunnel and the general
infrastructure exist already. A strong incentive to reach the highest possible energy on the
available CERN site led the designers to use even higher fields than in other projects, thus
pushing the technology to its limit. The two-in-one design, in which the superconducting coils
around the two beam channels are embedded in the same iron yoke and cryostat, was adopted
because it is particularly well-suited to a proton-proton collider in this high-field regime. It
reduces significantly the material cost, the tunnel occupancy, and the installation cost.

The only cost-effective way of reaching magnetic fields in the 9 T range is to use the
well-proven NbTi conductors but cooled at superfluid helium temperatures. The choice of this
high-field superconducting technology for the LHC has consequences of overwhelming
importance for many aspects of the design and for the performance of the machine. Some of
these consequences follow directly from the properties of the superconductors and from the
way the magnets are built. This is the case of the magnetic errors which are much larger in a
superconducting machine than in a classical one. Others come indirectly, for example through
the very low temperature of the beam enclosure.

On the one hand, the high-field technology helps reach the high luminosity required for
physics in the TeV energy range by allowing strong focusing of the beams in the experimental
insertions, by reducing the amount of particles necessary, and by making the beams less prone
to collective instabilities. On the other hand, it makes the machine extremely sensitive to
beam losses and to synchrotron radiation.

After recalling the general parameters of the LHC, we shall consider two very important
properties of very high energy hadron colliders, namely luminosity and beam stability, study
their scaling with energy and the machine size, and examine the impact of the high-field
technology on these properties. Then we shall discuss particular problems directly or
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indirectly linked to the choice of superconducting magnets, and the solutions proposed in the
LHC design to alleviate them. This concerns vacuum, protection against synchrotron
radiation, and beam losses. The most important part of the report concerns the effect of
magnetic errors which are inherent to superconducting magnets, and the ways to minimize
their effects. Finally, we shall briefly discuss the interest of a superconducting RF system in
the LHC.

2 LHC PARAMETERS

The LHC is a high-field, high-luminosity proton-proton collider [1], which will also be
able to collide heavy ions, for instance lead against lead. At a later stage it will be possible to
arrange collisions of protons in LHC against electrons in LEP. In this report we restrict our
considerations to the LHC as a high-luminosity proton-proton collider, which is by far the
most demanding case.

In our desire to use the highest possible magnetic field, an ambitious goal was set at the
beginning of the Research and Development programme, aiming at a maximum field of the
order of 10 T. In fact, 10.5 T were reached in 1-m long magnet models, but the programme
showed that difficulties and cost increased considerably above say 9.5 T. The LHC design is
now based on a maximum 'short-sample limit' field of 9.5 T, with an operating field of 8.4 T.
Figure 1 shows the cross-section of the magnet.
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LHC DIPOLE: STANDARD CROSS-SECTION

Fig. 1 Dipole magnet cross-section

The luminosity is limited by combined long-range and head-on beam-beam effects to
about 1034 cm-2 s-1 for two experiments operating simultaneously. The beam current is about
0.5 A distributed among 2835 bunches of 1011 protons each.

Tables 1 and 2 display the main parameters of the machine, while Fig. 2 shows the
overall structure of the LHC with the utilization of the eight straight sections.
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Table 1
LHC performance parameters

Energy
Dipole field
Luminosity
Beam-beam parameter
Total beam-beam tune spread
Injection energy
Circulating current/beam
Number of bunches
Harmonic
Bunch spacing
Particles per bunch
Stored beam energy
Normalized transverse emittance (By)o2/B

Collisions
Beta-value at I.P.
r.m.s. beam radius at I.P.
r.m.s. divergence at I.P.
Luminosity per bunch collision
Crossing angle
Number of events per crossing
Beam lifetime
Luminosity lifetime

E
B
L

%

Ei
'beam

*b

hd
%
«b
Es
£n

P*
o*
a'*
Lb

4»
*c
tbeam
Tl.

[TeV]
m
[cm-2 s-1]

[GeV]
[A]

[ns]

[MJ]
[mrad]

[m]
[Mm]
[|Arad]
[cm-2 s-1]
[Urad]

[h]
nil

7.0
8.4

1034

0.0034
0.01
450

0.53
2835

35640
24.95

1.05 1011

332
3.75 10-6

0.5
16
32

3.2 1026

200
19
22
10

Table 2
LHC parameters related to RF

Intrabeam scattering
Horinzontal growth time th
Longitudinal growth time Tp

Radiofrequency
RF voltage Vrf

Synchrotron tune Qs

Bunch area (2s) A^

Bucket area Arf
Bucket half-height taplp
r.m.s. bunch length os

r.m.s. energy spread o«,

[h]
Thl

[MV]

[eV.sl
[eV.s]

[m]

Injection

45
33

8
5.5 10-3

1
1.46

1 10-3
0.13

4.510-4

Collision

100
60

16
1.9 10-3

2.5
8.7

3.6 10-4

0.075
1.0 10-4
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Fig. 2 Schematic layout of LHC

3 SCALING LUMINOSITY WITH ENERGY

Cross-sections for hard processes decrease like y~2 when the energy is increased and
therefore, ideally, one would like the collider luminosity to scale like y2. The luminosity can
be written

(i)

where N is the number of particles per bunch, k the number of bunches, en the invariant
transverse emittance, |3* the value of the betatron function at the collision point, y the energy
of the particles divided by their rest energy and f the revolution frequency. The quantity in the
first bracket is proportional to the head-on beam-beam coefficient, and it has a fixed
maximum value. The quantity in the second bracket is proportional to the beam current.

Suppose that we want to build a proton-proton collider with an energy about 10 times
higher than previously available, and that we want to compare a classical machine to a high-
field superconducting one. The ratio of the bending fields in the two cases, taking as examples
the LHC and the SPS, is 8.4/1.8 that is about 5. This means that a classical machine of the
same energy would be roughly 5 times larger than the LHC, and would require 5 times more
protons to provide the same beam current. This is much more demanding for the beam
injection and dumping systems.

In addition, with a classical technology the value of P* cannot be preserved when y is
increased. For this to happen the gradient of the final-focus quadrupoles would have to scale
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like y. But since the maximum field at the pole tip is fixed, the gradient can only scale at best
like y1/2 since the beam dimensions, and hence the required quadrupole aperture, scale like
y1^2. On the contrary, the high-field technology allows us to preserve the same value of {3*
while increasing the energy. As an illustration, (3* in the LHC at 7 TeV is the same as in the
SPS at 315 GeV. Formula (1) shows that it is not easy to increase luminosity like y2 as is
required by physics, but the above considerations show that it is even more difficult to do so
in a classical machine than in a high-field superconducting one.

4 THE RESISTIVE-WALL INSTABILITY

We have seen that in order to reach large luminosities in high-energy colliders one is
bound to increase the beam current. This can be limited by many effects like collective beam
instabilities, heating of the beam enclosure by induced wall currents or synchrotron radiation,
or quenching the magnet system through losses of a tiny fraction of the beam particles. In
addition the difficulty of disposing safely of the beam at the end of operation or in case of
malfunction increases with the number of particles in the beam. In this section we are going to
examine the impact of the choice of superconducting technology on one of the beam
collective effects, the resistive-wall instability.

In large machines the transverse resistive-wall instability is dominant and has to be
damped by active feedback. This is manageable if the growth rate of the instability is small
enough so that the damper can act over several turns. The relevant parameter is thus the
growth time x divided by the revolution period T. This is given by:

where E/e is the energy in electronvolts, I the total beam current and (3 the betatron function.
The transverse impedance Zj is given by:

where c is the speed of light, b the beam chamber half-height, p the resistivity of the chamber
material and 8 the skin depth at the lowest betatron frequency co, and R the average machine
radius. Since p/8 scales like p1/2 R~1/2, Zj scales like p1/2 R1-5/^. In addition, comparison of
existing machine designs shows that J3 has a tendency to increase like R1/2, so that T/T scales
like tf/p1/2 R2.

This reveals the problem of resistive-wall instability in high-energy colliders: since the
beam shrinks at high energy, one is tempted to decrease b in order to reduce cost. This can be
compensated only by limiting the machine radius R, which is possible with high-field
technology, and reducing p by coating the beam chamber with a pure metal like copper and
cooling it at cryogenic temperatures, which comes naturally in a superconducting machine.

As an illustration the value of x/T is about 300 in the LHC with a copper-coated beam
screen cooled at 20 K, and this gives ample time for the damper to suppress any disturbance
before it grows as a result of the instability. With a copper tube of 2 mm thickness at room
temperature, x/T would decrease to about 100 and with a stainless-steel tube it would decrease
down to 3. In this condition the LHC would not work at the required high luminosity.

The above considerations show that a classical collider of the same energy as the LHC
would have difficulty in delivering the same luminosity: applying the scaling derived above
one sees that x/T is down to about 5 in this case due to the increased radius, even using a thick
copper vacuum chamber at room temperature.
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5 VACUUM

We have already alluded to the fact that high-energy colliders are bound to have beam
pipes of smaller and smaller diameter. Evacuating these pipes down to the very low pressures
needed for a proton collider requires a powerful distributed pumping system. In a
superconducting machine this is again achieved naturally through cryopumping on the cold
pipe.

However, in the LHC, and for the first time, a considerable complication arises due to
synchrotron radiation. The total power radiated by each beam is

Y4kNf, (4)

where ZQ is the impedance of free space and p is here the bending radius. It amounts to
3.7 kW in the LHC. We see that a superconducting machine is not an advantage in this
respect since the bending radius appears in the denominator.

A flux of about 1017 photons per second per metre impinges on the beam pipe, with a
characteristic energy of 46 eV. These photons desorb molecules trapped in the bulk of the
material. These molecules are subsequently cryosorbed to the wall surface where they are
continuously bombarded by photons and ions accelerated by the beam potential. When the
surface coverage increases, the equilibrium pressure in the beam pipe runs away, as can be
seen on Fig. 3. It is proposed to solve this problem in the LHC by separating the functions
between a beam screen surrounding the beam and taking the bulk of the synchrotron radiation
and an outside vacuum chamber at 1.9 K playing the role of the cryopump and protected from
the beam effects. The beam screen has a large number of small holes to let the molecules
released by synchrotron radiation escape to the annular space where they will be definitely
cryopumped on the vacuum chamber (Fig. 4).

0.5 1.0 15 2.0

Surface Coverage (Mol cm-2 1016)

Fig. 3 Adsorption isotherms for H2 as a function of temperature

2.5
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Fig. 4 Beam screen and vacuum chamber

This is a costly and delicate system, but it has the additional advantage of reducing the
impact of the cryogenic load due to synchrotron radiation and to the heating produced by
beam-induced wall currents. It is sufficient to cool the beam screen at temperatures of the
order of 20 K to provide the small coupling impedance which is required for beam stability,
and taking the cryogenic load at 20 K is much less costly than at 1.9 K.

6 EFFECT OF BEAM LOSSES

In any collider one tries to minimize the sources of particle loss other than the collisions
themselves, in order to maximize beam lifetime and reduce spurious counts in the detectors.
In superconducting colliders, one must in addition avoid quenching the magnets. This is not
so difficult in the Tevatron or HERA which have large apertures and relatively small beam
intensities. It is much more critical in the LHC where the aperture is tight and the energy
stored in the beam is enormous (about 500 MJ at collision energy).

The LHC is also special in that it uses superfluid helium. On the one hand this is an
advantage because of the very good contact which can in principle be ensured between the
conductors and the helium bath, and the large thermal conductivity and good heat capacity of
superfluid helium. On the other hand, since one is forced to operate close to the X point, the
temperature margin is reduced compared to machines operating with normal helium. One has
to make sure that the cable insulation allows the conductor to be in direct contact with helium,
and that this contact persists even when the conductor is heated by particle showers resulting
from beam losses. Studies are being pursued to better understand these processes and
determine what are the tolerable losses. It seems at present that we should limit particle losses
in the superconducting part of the machine to 1.4 x 106 p/s per metre at collision energy. This
is an extremely small value compared to the 2.8 x 1014 particles circulating in each LHC
beam. In fact, a proper operation of the LHC requires a single beam lifetime of the order of at
least 50 hours. In this situation about 1.6 x 109 p are lost per second and could strike the
vacuum chamber at any place where the orbit is particularly distorted. Therefore the ratio
between the estimated loss rate and the loss rate tolerable in the magnet system is about 1000,
which gives an idea of the unprecedented efficiency required from the beam halo cleaning
system.

Two out of the eight straight sections of LHC will be devoted to halo cleaning: one for
betatron cleaning and one for momentum cleaning. This last one is thought to be necessary in
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particular to take care of the few per cent of particles which escape RF capture at injection
and drift towards the inside at the start of the ramp instead of being accelerated.

Both insertions are made up of warm, classical dipoles and quadrupoles and cover the
whole 500 m of the straight section. In this way a sufficient phase advance is available to
locate the primary and secondary collimators at strategic places to optimize efficiency.
Computer simulations show that this system is capable of the performance required.

7 MAGNETIC ERRORS

The Tevatron and HERA were pioneers in investigating the distortions of the magnetic
field inherent to superconducting magnets. In this respect the LHC magnets are not very
different from their predecessors. Of course they have a higher field, a smaller bore, and a
two-in-one geometry which introduces additional effects. But by and large the very detailed
measurements made at HERA can be used with proper scaling to predict the magnetic errors
in the LHC. The non-linear errors are measured in terms of the high-order coefficients an and
t>n of the complex field expansion

n-1

(5)

where Bi is the nominal vertical magnetic field, By and Bx are the actual components of the
field in the vertical and horizontal planes, Rr = 1 cm is the reference radius, and Z = x + iy.
The values of the coefficients depend on the design and the size of the magnet coils. They are
shown in Table 3.

Table 3
Expected multipole performance, at injection and at 8.40 T (In units of 10-*

relative field error at 10 mm)

n
2
3
4
5
6
7
8
9
10
11

At injection, 0.58 T
Systematic

norm.

bn
±0.7

-3.4±0.3*
±0.2

0.25±0.05*
-0.004
-0.026

0.0
0.006
0.0

0.008

skew

an

±0.7
±0.3
±0.2

±0.05
0.0
0.0
0.0
0.0
0.0
0.0

Random
norm.

o[bn]
0.4
0.5
0.1
0.08
0.02
0.01

0.005
0.003
0.002
0.001

skew

o[aj
1.0

0.15
0.1
0.04
0.01
0.01

0.005
0.004
0.002
0.001

At nominal operation, 8.40 T
Systematic

norm.

bn
1.4±0.7
1.0±0.3*

±0.2
0.06±0.05*

-0.005
0.006
0.0

-0.001
0.0

0.008

skew

an

±0.7
±0.3
±0.2

±0.05
0.0
0.0
0.0
0.0
0.0
0.0

Random
norm.
o[bn]
0.4
0.6
0.1
0.05

0.006
0.009
0.001
0.001
0.0
0.0

skew

[ad
1.0

0.15
0.1
0.04
0.01

0.003
0.002
0.001
0.0
0.0

* Systematic b3 and b̂  will be compensated by correctors at each dipole end. The b3 values in this table
indicate the magnitude of the persistent current effect at injection and of the yoke saturation at operational
conditions, the coil geometry being designed for l>3 = 0.
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The errors have both systematic and random components. The systematic ones, which
are the same in all magnets of a production line, are mainly due to persistent currents. Their
magnitudes are calculable but their time dependence is not well understood and must be
measured. The random ones are mainly due to manufacturing tolerances and vary from
magnet to magnet. These two types of errors produce different kinds of effects, and are
treated separately.

The measurements made up to now on the few available LHC magnet prototypes
largely confirm the validity of Table 3. The main difference between the LHC and its
predecessors lies in the much enhanced sensitivity to errors of the LHC due to its larger size.
This point will be illustrated in the section on coupling effects.

8 SYSTEMATIC ERRORS

Persistent currents in the superconducting filaments produce large sextupole and
decapole errors in the dipole magnets and dodecapole errors in the quadrupoles, mainly at
injection energy. Their most detrimental effect is to render the tune of particles dependent on
their betatron amplitude and momentum deviation. This creates a tune spread in the beam
with the consequence that relatively low-order betatron resonances (of order 5 to 7) can no
longer be avoided and produce beam losses. In the LHC, these effects were minimized by
reducing the diameter of the NbTi filaments to 6 |o.m, but this is not enough to reduce
sufficiently the errors in the long dipoles and special correctors have to be used in addition.
Studies have shown that a few strong correctors located close to the lattice quadrupoles would
not be adequate: the correction must be located closer to the sources of errors to avoid the
build-up of high-order interferences. In a previous version of the LHC lattice which had four
dipole bending magnets per half-cell, a very efficient scheme featured sextupole and decapole
correctors in between pairs of dipoles in the middle of each half-cell. In the final version,
which has longer dipoles but only three per half-cell, this solution is no longer practical, and
we have instead introduced small 10 cm long correcting coils, one sextupole and one
decapole, at each end of the magnets. Figure 5 shows the effectiveness of the correction
scheme in reducing the tune dependence on betatron amplitude and momentum.

9 RANDOM ERRORS

The random errors essentially excite betatron resonances. Low-order resonances lead
usually to a rapid loss of particles, and have to be avoided. High-order resonances fill the tune
plane and cannot be avoided. Their strengths depend on the magnitude of the errors and on
their particular distribution around the machine, and increase very quickly with the initial
amplitude of oscillation of the particles. They conspire to induce chaotic motion leading
eventually to slow beam losses above a certain amplitude, which we call the dynamic
aperture. The dynamic aperture, which is of overwhelming importance for the LHC, is not
calculable analytically but has to be evaluated through computer simulation. For that, a set of
particles with different initial amplitudes is tracked element by element around the machine
for a large number of turns. Usually about 104 turns are sufficient to detect whether the
particle motion is regular or chaotic. Chaotic particles will eventually be lost on the wall, but
this may take a long time for weakly-chaotic particles close to the dynamic-aperture limit. For
some selected sets of parameters the tracking is pursued up to 105 or 106 turns, which is the
maximum possible in practice with currently available computers. From this one obtains
'survival plots' showing the variation of the survival time as a function of the initial
amplitude of the particles in the chaotic region. These plots can be extrapolated to evaluate
the maximum amplitude of particles which are likely to survive for 107 or 108 turns as needed
in the real machine. In the majority of cases this amplitude is only slightly above the chaotic
boundary, which can therefore be taken as a safe value for the long-term dynamic aperture.
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This evaluation has to be made for a large number of realizations of the random errors, which
we call 'random seeds'.
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Fig. 5 Tune shift with amplitude (left) and momentum (right) without (up) and with (down)
correction of systematic b3 and bj using end magnet coils. Note the change of
vertical scales.

The dynamic aperture can be expressed in units of the r.m.s. beam size a. We believe
that a dynamic aperture of at least 6 to 7 a is necessary for a reliable operation of the
machine. The limitation occurs at injection where the non-linearities are the largest due to
persistent currents and where the beam has a large emittance. With the same coil design it is
possible to reduce the high-order coefficients by increasing the coil diameter. By doing so
while keeping the value of the field on the inner coil surface constant, one reduces the
coefficients an and bn by the enlargement factor to the power n - 1. The initial design of the
LHC had a coil diameter of 50 mm. This provided an insufficient dynamic aperture and the
coil had to be enlarged to 56 mm, the value of the final design. Also dynamic-aperture studies
showed that high-order systematic errors, b7 and t>9 were too large in the initial magnet
design. A detailed study of the conductor's placement allowed a considerable reduction in the
value of these coefficients.

10 COUPLING EFFECTS

The a2 term in the field expansion (5) corresponds to a skew quadrupole (a normal
quadrupole rotated by 45°) and provides the lowest order, linear coupling between horizontal
and vertical betatron motion. It is absolutely crucial in a hadron collider to correct the effect
of a2 in order to reduce coupling effects, for the following reason. Inspection of a resonance
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diagram in the tune plane shows that the only areas free of resonances are close to the
diagonal, where the vertical and horizontal tunes are almost equal modulo an integer.
Coupling terms create a band around the diagonal where it is impossible to distinguish
between horizontal and vertical tunes (the eigenmodes are at 45°) and therefore it is
impossible to adjust the machine parameters. Since we have to operate very close to the
diagonal to avoid non-linear resonances, we must reduce the width of the linear coupling
resonance on the diagonal. This is done by placing skew-quadrupole correctors at strategic
places in the lattice.

In classical machines coupling is induced by unwanted small rotations of the main
quadrupoles, experimental solenoids, and vertical orbit offsets in the chromaticity sextupoles.
In the LHC all these effects are present but are dominated by the a2 term in the field of the
main dipoles. This term is generated by an up-down asymmetry of the coils, which it is
difficult to reduce below a few hundredths of a millimetre on account of mechanical
tolerances.

There is no reason why % should be much different in LHC magnets than in HERA
magnets. However, the stop band width, which reflects the sensitivity of the machine to this
coupling term, increases linearly with the beta function and also with the machine radius R,
because local effects accumulate along the circumference.

Since beta functions tend to increase like the square root of R, the stop-band width
increases like R1-5, which makes the LHC almost ten times more sensitive than HERA. As a
consequence the correction must be extremely precise. It is possible in the LHC to achieve the
required precision by installing two correcting skew quadrupoles on each side of the eight
straight sections. However, these localized correctors are strong and can themselves produce
unwanted side-effects like beta beating which have to be minimized by a suitable choice of
the lattice parameters. In addition, the currents in the correctors have to follow the changes in
&2 during the ramp with a precision of the order of 1% which is a real challenge. To alleviate
these problems we are looking for ways to reduce a2 and at the same time we are investigating
lattices in which the effect of a2 would partially compensate itself along the circumference.

11 TIME VARIATION OF MAGNETIC ERRORS

After studies in the Tevatron and then in HERA we know that the persistent currents
that flow on either side of superconducting filaments and produce strong sextupole and
decapole errors in the dipole magnets decay with characteristic times of about an hour. This
has to be taken into account because injecting the beams into the LHC takes seven minutes. In
addition we know from experience with previous colliders that the starting time of the
injection process with respect to the initialization of the magnets varies from fill to fill owing
to various irreproducible events which occur during the procedure.

Since the errors due to persistent currents are supposed to be the same for all magnets of
a production line, we shall place measuring coils in reference magnets as was done in HERA
and use the information to drive the small correcting lenses in the magnet ends as a first line
of attack. Of course there should be one reference magnet and correction system for each
ensemble of identical magnets. The last fine-tuning could be made using measurements with
the beam. The LHC is particularly sensitive to drifts in the chromaticity Q' = AQ/(AP/P)
which is influenced by sextupoles because of its large bunch line density and the large
momentum spread AP/P = 10~3 at injection. Chromaticity should always remain positive to
prevent dense bunches from being lost owing to the transverse head-tail instability. In
addition the absolute value of Q' should also remain small to keep the momentum spread in
the beam AQ = Q' AP/P small.

The persistent currents which decay slowly during injection are affected by a rapid
change during the early phase of the acceleration when the magnetic field starts increasing.
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This is understandable since the raison d'etre of these currents is to screen the inside of the
conductors from the applied magnetic field. This effect should also be corrected by the same
means as during injection. But there is another effect which happens during the ramp and
which is of great concern in the LHC. It is due to the finite contact resistance between the
different strands in the superconducting cable. This allows current loops to develop as soon as
the field rises, and these generate magnetic errors which can vary from magnet to magnet, and
which are proportional to the ramp rate. To alleviate these effects we carefully optimize the
interstrand resistance (it cannot be made too large because it plays a role in balancing the
sharing of the current between the strands) and we plan to start the ramp by a gentle
progressive transition. The coupling term a2 is strongly affected by these variations, and we
are looking for operational methods to correct the residual coupling online using beam
measurements as a last resort.

12 SUPERCONDUCTING RF SYSTEM

The RF system of the LHC is modest in comparison, for instance, with that of LEP. The
power lost by the beam through synchrotron radiation is very small and the acceleration from
injection to top energy is slow because the superconducting magnets cannot be ramped faster.
Therefore the RF voltage is determined primarily by the surface of the longitudinal phase
space area required to ensure the long-term stability of the dense LHC bunches. For this a
maximum voltage of 8 MV at injection and 16 MV at top energy is sufficient, and it could be
provided by classical copper cavities.

However, it is interesting in this domain as well to use superconducting technology.
First of all, the necessary cryogenic environment exists already in the LHC. But more
importantly, superconducting cavities do not need to be optimized for maximum voltage,
contrary to copper cavities, because of their enormous quality factor. A large diameter can be
ascribed to the beam pipe, leading to smaller values of R/Q for the fundamental mode as well
as for the parasitic high-order modes. As a consequence, a large electromagnetic energy is
stored in the cavities to provide the necessary voltage, and this helps in fighting transient
beam loading effects. These are important in the LHC because of the large value of the
average beam current. They appear during injection each time a new batch is added to the
already circulating ones, and also in steady state because the beam is not continuous: there are
holes to accommodate the risetimes of the injection and abort kickers.

REFERENCES

[1] The Large Hadron Collider Accelerator Project, CERN/AC/95-05



347

IMPACT OF SUPERCONDUCTING CAVITIES ON LEP2 DESIGN

D. Boussard
CERN, Geneva, Switzerland

Abstract
The Large Electron Positron (LEP) collider at CERN is being upgraded in
energy to about 90 GeV per beam (above the W-pair-production threshold).
This requires very large RF voltage (more than 2000 MV) to reach die
design energy. In addition, the machine transverse broadband impedance
must be kept as small as possible to maximize single-bunch currents and
hence luminosity. Superconducting cavities are best suited, if not the only
choice, for fulfilling these requirements. After a description of the LEP2
cavities and couplers and their technical difficulties, the problem of stability
of the RF system with beam is addressed.

1 . THE LEP MACHINE — ENERGY AND LUMINOSITY

LEP, the largest particle accelerator in the world, is an electron-positron collider located
close to Geneva (Switzerland). Its circumference, almost 27 km long, straddles the Swiss-
French border between Lake Geneva and the Jura mountains. To minimize the risks associated
with the difficult geological areas in the Jura Limestone, the plane of the machine is not
horizontal, but slightly tilted with a maximum slope of 1.42%. Table 1 shows the major LEP
parameters, especially those relevant to the acceleration system.

Table 1

A few LEP1 parameters

Circumference 26 658 m
Revolution frequency 11.245 kHz
Injection energy 20 GeV
Operating energy 45 GeV
Number of bunches per beam 4
Intensity per bunch ~ 0.75 mA
RF frequency 352.209 MHz
Harmonic number 31320
Available RF voltage (128 cavities) 340 MV
RF cavity Length: 2.12 m

Impedance: 28.5 M£2 (43.8 MQ with storage cavity)

The present RF system is composed of 128 copper cavities located in the two straight
sections at Point 2 and Point 6 [1]. Each cavity is a five-cell structure (total length 2.5A.).
The internal diameter of the drift tubes is 100 mm. The cavity design takes advantage of the
very long distance between bunches, by storing the RF energy between bunch passages in a
low-loss storage cavity coupled to the accelerating structure. In fact the RF energy oscillates
between storage and accelerating cavity at 8/ rev (frev being the machine revolution frequency).
The storage cavity is a low-loss spherical resonator, which increases the effective shunt
impedance of the coupled system by more than 50% as compared to the accelerating cavity
alone, and hence reduces the RF power by the same factor. Sixteen cavities are powered via a
tree of magic tees, from two high-power klystrons, each driven at one of the resonant
frequencies of the coupled system.

LEP was conceived from the very beginning as a machine with an energy capability much
higher than the Zo energy (45 GeV) which is its presently operating condition. Going higher
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requires much mote RF voltage, because of the very steep increase in synchrotron radiation.
The energy lost per turn by an electron or a positron Uo is given by:

where re is the classical electron radius, Eo its rest energy and E its actual energy, p is the
radius of curvature. At the injection energy of 20 GeV, Uo = 4.5 MeV and at the present
energy of 45 GeV, Uo = 117 MeV, whereas Uo = 1875 MeV is needed to reach 90 GeV,
above the W pair production threshold. Note that these figures, valid for a bare machine can be
somewhat changed if additional wiggler magnets are inserted in the machine. This energy
upgrade from 45 to 90 GeV is called the LEF2 programme.

When synchrotron radiation is important, as in the LEP case, the energy and phase
oscillations of individual particles, present as in any other machine, are damped. This is
because an electron which has for instance a little excess energy compared to equilibrium, will
lose more energy [in Eq. (1) the term E largely dominates the 1/p term] and ultimately reach

equilibrium. The damping time te of this exponential decay of energy oscillations is simply
given by:

p

(2)

This effect is not very important at injection (te = 395 ms) but very strong at 90 GeV
(te = 4.2 ms).

If there were no other effects, all electrons and positrons would end up having exactly the
same energy (the equilibrium energy). This would assume that the radiated energy was lost in a
continuous, smooth way. This is not the case because of the quantum nature of radiation
emission; photons are emitted randomly and their energy has a broad spectrum. From the
point of view of electron dynamics, this is equivalent to a noisy RF, which is known to
produce a gradual increase of the synchrotron oscillation amplitude. The result of the two
competing effects, radiation damping and quantum emission, is to produce an equilibrium
distribution of the particle's energy which has a gaussian shape with a typical relative width
GjE proportional to energy:

(3)

cq being a constant of the machine.

The equilibrium energy distribution which extends theoretically to infinity is in fact
limited by the RF bucket size. That part of the gaussian distribution beyond the RF separatrix
on the energy axis is continuously lost. The beam lifetime is therefore limited; the beam
intensity decays exponentially with a time constant r_ (quantum lifetime) given by:

where A£ is the bucket height, depending on the RF voltage VRF, the stable phase angle (f>s

(sin<t>s = U0/VRF) and the energy.
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Fig. 1 RF voltage needed for a given
beam energy and xq = 15h (two different
lattices).

All ingredients are now available to evaluate
the RF voltage necessary to obtain a given energy
at a given quantum lifetime. Figure 1 shows the
result for LEP2 energies and tq = 15 h, with two
different lattices. The necessary RF voltage is
close to 2000 MV which, if only copper cavities
were used, would require about 600 cavities, that
is 1.3 km of accelerating structure and, even more
striking, 50 MW of RF power wasted in the cavity
walls.

Other constraints are usually put on the RF
voltage in LEP:

At low energy the synchrotron tune
Qs = /s/Zrev (fs ~ synchrotron frequency)
must be kept constant to avoid
synchrobetatron resonances.

• During collisions, a proper balance
between the RF stations (at present in
points 2 and 6) is necessary to make sure
that the average collision energy is the
same in all experiments (at points 2, 4, 6
and 8) and to avoid loss of machine
dynamic aperture.

Besides the collision energy, the other key parameter of a collider is its luminosity L given by
the equation:

L =
4noxoy

(5)

where Nt. ,Nf. are the number of particles per bunch, kb the number of bunches and <xx, oy

their r.m.s. transverse sizes.

In the case of to-day's LEP, the two parameters N and a are not independent. When two
high-intensity bunches collide, (the highly non-linear) space charge transverse forces that one
bunch exerts on the other bunch particles, leads to an increase of the transverse beam
dimensions (crx, <Jy). The effect is characterized by the so-called beam-beam parameter %y

(vertical plane, most critical):

E = "IK Nre
Sy 2jt(E/E0)cxay iniE/E^e W

Here /?* is the vertical beta function of the machine at the collision point and e the beam

transverse emittance. In LEP, it can be shown that e is proportional to {EI Eo), which means

that %y decreases strongly with energy.

At 45 GeV, the present LEP operating energy, L is still limited by the beam-beam effect,
but this is very unlikely to be the case at 90 GeV, for LEP2. In the situation where beam-beam
is not a limitation, Eq. (5) can be written:
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L
h = K^fteo'- beam current. There the luminosity will be limited by the total beam current and
therefore the total power Pgp to be delivered to the two beams:

PRF = 2IbU0 (8)

Equation (7) shows that the beam current should be obtained with as few bunches as possible
(kb small), or in other words the current per bunch should be as high as possible. The limit is
now at injection (20 GeV) where the so-called transverse mode coupling instability limits the
current (Ib < /,>,) that can be accumulated in a single bunch.

The threshold current:

is inversely proportional to the total transverse machine impedance (]T/},-*,-, where kv is die
transverse loss factor of the individual impedance, located at a position where the beta function
is Pi). The threshold is proportional also to the synchrotron tune (running at high Qs imposes a
careful control of the synchrobetatron resonances) and to the injection energy. Thanks to new
superconducting (sc) cavities installed in the LEP injector (see Section 4), the injection energy
will be raised from 20 to 22 GeV, giving a straightforward 10% increase in intensity and hence
luminosity.

In LEP, the transverse loss factor is dominated by the copper cavities. This is because k{
is, roughly speaking, inversely proportional to the cube of the vacuum tube diameter (100 mm
in the case of the LEP RF cavities). With low-frequency superconducting cavities (352 MHz,
iris diameter 250 mm), the transverse loss factor is reduced by a factor 8.5.

In conclusion LEP2 could not work at a useful luminosity without 352 MHz sc cavities
having a low transverse impedance. This also justifies the choice of 352 MHz, which was also
obviously favoured for reasons of hardware compatibility with the copper RF system.

To reduce the LEP transverse impedance further, it is foreseen that part of the copper RF
system will be removed and replaced by sc cavities.

2 . THE LEP2 CAVITIES

The LEP2 programme is based on a large number (~ 200) of four-cell, 352 MHz, sc
cavities (Fig. 2) [2, 3]. From the beginning of the project the technique of niobium-copper was
selected, partly because of the substantial savings made on niobium costs for such a large
project, partly because of the high Qo values which can be obtained at the nominal operating
accelerating field of 6 MV/m at 4.5 K and the absence of hard quenches.

The Nb-Cu technology is however delicate. Sputtering of Nb on the interior of the four-
cell copper cavity is made by a magnetron-type discharge between the cylindrical Nb cathode
and the cavity walls. The longitudinal position of the discharge along the cavity is controlled by
an array of magnetizing coils inside the Nb cathode. The quality of the sputtered Nb layer is
checked in a vertical cryostat test on the bare cavity, before any further assembly. The cavities
are produced by three different European manufacturers, but all acceptance tests are carried out
atCERN.
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Despite the large number of cavities already produced, the success rate of the sputtering
process is only about 70% at present. Critical parameters seem to be the chemical preparation
of the surface, its exposure to ambient air before sputtering and the temperature of the cavity
during coating. Rejected cavities are either rinsed or, in the worst cases, coated again, after
stripping off the imperfect Nb layer. It is observed that the second coating is usually better than
the first. The typical performance of cavities produced by industry is displayed in Fig. 3,
showing a good reproducibility of the Q(E) curve among the three independent manufacturers.
The slope of the Q(E) curve is characteristic of Nb/Cu technology; it is believed to be due either
to the small grain size in the Nb layer or to substrate impurities migrating into it

to
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Fig- 3 Q(E) curves for cavities produced by three manufacturers

Accepted cavities are returned (under vacuum) to the firms for subsequent assembly of the
helium tank, tuner bars and cryostat frame. Four such assembled cavities are then connected
together in a single module. This is the second delicate operation in the overall fabrication cycle



352

as the cavities have to be opened to air to be connected together and form a single vacuum
enclosure. This is done in a clean room (class 100) and requires very experienced personnel to
avoid dust contamination of the cavity surfaces. Hie loss of performance of the cavities after
assembly into modules is fairly small (< 10% of Qo at 6 MV/m), and most of the industry-
produced modules are accepted by CERN. In the case where a degradation cannot be recovered
by helium processing or pulse processing [4], the cavity is taken out of the module, water-
rinsed and rechecked.

LEP2 cavities are tuned with three longitudinal nickel bars connected to the two cavity
end flanges. The temperature of the bars (and their length) is determined by the equilibrium
between the cold return helium gas and an electric heater, which provides a slow control of the
cavity tune. Fast control is obtained by the magnetostrictive effect of the nickel bars under an
applied magnetic field (response time ~ 20 to 50 ms).

Mechanical cavity resonances can be harmful to LEP2 operation. When beam is present,
the servo tuner keeps cavity voltage and forward power in phase (see Section 3), thus detuning
the cavity. In this situation any tune modulation of the cavity (typically at the frequency of a
longitudinal mechanical resonance) leads to an unwanted modulation of the RF voltage, thus
limiting the overall performance. Excitation of mechanical cavity resonances (typically around
100 Hz) can be external, usually via the cryogenic system, or intrinsic to the cavity [5]. In die
latter case an electroacoustic instability develops due to the dependence of the cavity tune on the
RF field (Lorentz force detuning or thermal effects in the helium bath). Large modulations of
the RF voltage (> 50%) and cavity phase can be observed. In theory, the fast cavity tuner
could suppress this instability, if only one mechanical resonance were present. This is,
unfortunately, not the case and the only practical remedy is to run the cavity closer to tune, at
the expense of more RF power.

3 . LEP2 COUPLERS

The main couplers of LEP2 cavities are of the coaxial line type (Fig. 4). The waveguide-
to-coaxial transition is derived directly from the copper cavity coupler design, with a matching
element (doorknob) in the waveguide and a warm ceramic vacuum window. The cold-warm
transition is via the outer conductor of the coaxial line (thin stainless steel tube, copper coated).

The inner conductor is at room temperature (air-cooled) and forms a 75 Q line which,
compared to the original 50 Q design, shifts upwards in power the multipacting levels in the
coaxial line. The original coupler was variable with a sliding contact on the inner conductor,
protected by a folded X/2 line (choke) located inside the window area. Despite its interesting
ability to adjust the cavity coupling (£?ext) precisely to the waveguide distribution system, the
variable coupler has been replaced by a fixed version G2ext= 2-10 ) to avoid additional
multipacting effects in the choke area.

These couplers have been plagued by multipacting effects, especially in the cold outer
conductor of the coaxial line. The solution was to bias the inner conductor with a d.c. voltage
of 2.5 kV which prevents any electron multiplication effect. The doorknob has been
redesigned with a cylindrical kapton insulating foil which exhibits negligible RF losses. During
cavity operation in LEP, the bias voltage completely suppresses the vacuum outbursts in the
coupler. Another method of suppressing some multipacting levels has been successfully tested
on the LEP2 couplers. It consists of injecting a second frequency in the coupler (a few MHz
away from the operating RF frequency) with an amplitude of some 10 to 20% of the main RF
drive. The resonance conditions necessary for multipacting to develop are strongly perturbed
by the presence of this non-synchronous RF field in the coupler. Note that the cavity voltage is
not affected, because of its very narrow bandwidth.
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Fig. 4 The LEP2 cavity power coupler

Before installation on the cavities the
couplers are processed at room temperature
in travelling-wave conditions. Two
identical couplers are connected on a
strongly oyercoupled cavity and RF power
up to 200kW cw is transmitted through the
couplers. It was found that processed
couplers, after being mounted on the cavity
(in clean-room conditions) were very
difficult to condition again when the cavity
was cold. This effect has been confirmed
in a dedicated experiment where the outer
conductor of a coupler, exposed to air, was
cooled at liquid nitrogen temperature:
conditioning was much more difficult with
a cold than with a warm surface. As a
practical conclusion, exposure to air during
installation on the cavity should be kept to a
strict minimum- It has also been found that
baking in situ the RF window on the
cavity, prior to cooling down, strongly
reduces the conditioning time of the
coupler. Proper cooling of the vacuum
window during operation is important for
reducing outgassing in the coupler. The
Kovar rings brazed on the ceramic are
copper-plated to minimiyg R F losses; they
are brazed under axial constraint to keep a
good RF contact during operation. Air
cooling of the window is provided through
holes in the doorknob.

TrammZMm Mm Cavity

Fig. 5 Equivalent circuit of these
cavity with beam

The critical parameter of the RF coupler is the
peak electric field, which determines the multipacting
levels encountered during operation. Figure 5 shows
the equivalent circuit of the sc cavity (L and C
elements) together with the coupler line (impedance
Z o = QextRfQ transformed at the cavity "gap").
The beam is represented by a pure current source lb.

Ix and 72 being the forward and reflected current
waves on the lme (measured at the cavity location or
n-X/2 away), the following equations describe the
circuit:

(10)
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v = zo(71+72)

where V is the cavity accelerating voltage and Z the impedance of the parallel LC circui
reactive).

The forward \Ji) and reflected yi) waves are given by:

2/,= - 4 \+l

circuit (purely

(12)

(13)

The servo tuner compares the phase of forward wave Ij and cavity voltage V, and brings
the difference to zero by adjusting the value of the imaginary term Z. It follows that:

(14)

(15)

where <j>s is the stable phase angle (<ps = +7cf2 for V and lb in opposition).

Figure 6 shows the forward Pf and reflected Pr powers on the coupler line

Pf — ^ZQ/J2 and PT = 2"^(/l respectively. There is matching for V/Zo = /& sin <f>s, which
corresponds to the optimum power transfer to the beam. Where the two waves, forward and
reflected, are in phase the peak electric field in the line is proportional to the quantity |/, |+1/2 |.
Below the matching point (V /Z0>Ibsin<f>b) Eqs. (14) and (15) show that the peak field is
proportional to the cavity accelerating voltage V and independent of the beam current. Above, it
becomes independent of V, but proportional to Ib sin <pt. Going beyond the matching point
changes little the power transfer to the beam, but unfortunately results in a rapid increase of the
coupler peak field.

f « *

Forward

*eflcct«4

' •

*v«
M B $ , ,

Fig. 6 Forward and reflected fields (a) and powers (b) in the coupler
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The variations of Qext from cavity to cavity (due to mechanical tolerances) can be
compensated by an outside ^/4 fixed transformer located in the upstream waveguide. This does
not change the power transfer to the beam but leads to an increase of the coupler peak field.

It can be shown from Eq. (12) that running a cavity on tune (1/Z = 0), as was foreseen
for suppressing electroacousu'c instabilities in the cavity, will require additional power

A P = ^ ZQ/^ cos2 #&. In the case of LEP2 this additional power remains acceptable (of the

order of 10 kW per coupler). However the peak field in the coupler increases by about 30%.
All this shows the importance of conditioning the cavity couplers largely beyond their nominal
power.

Each LEP2 cavity is equipped with two higher-order mode (HOM) couplers. They are
of the "hook" type [6] where a series notch filter at the RF frequency is established with the
inductance of the "hook" and its capacitance to the wall port. This type of HOM coupler is
better suited to the Nb/Cu technology of LEP2 cavities. Liquid helium fills the hook tube
(niobium material) to keep the notch filter elements superconducting. Adjustment of the notch
frequency can be made outside the machine vacuum by elastic deformation of die base of the
hook.

The power transmission capability of the HOM assembly is limited, not by the HOM
coupler itself but rather by the connecting line, inside the insulation vacuum, between the cold
coupler and the warm cryostat enclosure. The solution adopted is to use a rigid 25 Cl coaxial
line consisting of two thin-walled stainless-steel tubes, copper-plated. Finger contacts at either
end of the tubes allow some mechanical flexibility during the cryostat cooldown. It has been
demonstrated experimentally that more than 850 W can be transmitted through the HOM
coupler and its line, at 630 MHz (frequency of the dominant longitudinal HOM of the LEP2
cavity). This figure is largely beyond what is expected in LEP2 operation, for the largest beam
currents considered; therefore the power capability of the HOM couplers is not a limitation on
machine performance.

4 . OPERATION WITH BEAM

At present (September 1995) ten niobium-copper modules are installed in LEP and six of
them have been operated at nominal field (6 MV/m) and 7.5 mA beam current. Four more
modules will go into the machine next month in order to be able to operate LEP at an
intermediate energy of 65-70 GeV during a preparatory run in 1995.

Installation of the bulk of LEP2 cavities will take place in 1996, in two steps: 18 modules
in spring to reach 81 GeV and another eight later in the year. Operation above the W pair
threshold is expected by the end of 1996. A further increase of LEP2 energy up to about
97 GeV is foreseen for 1998 by adding 24 more modules [7].

Concerning operation with beam, the major differences with respect to copper cavities are
linked to beam loading and microphonics. Beam-loading effects are much stronger in the case
of LEP2 superconducting cavities, because of their much larger impedance at the RF frequency.
The total impedance of the copper cavity system, as seen by the beam, is 2460 MQ at
352 MHz; the same figjure for the LEP2 superconducting cavities is more than one order of
magnitude higher ( -10 MQ)

Without any special measures, the beam stability would be marginal. In particular at
injection, the LEP2 operating point would be very close to the second Robinson instability limit
(Fig. 7). It is recalled that the second Robinson limit corresponds to the case where the beam
runs on the crest of the generator-induced voltage, i.e. when all RF power is transferred to the
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beam. In this situation the synchrotron frequency for the coherent dipole mode oscillation
vanishes and stability of that mode is lost. To restore stability one could move the normal
operating line (/, andF in phase, solid line Fig. 7) further away from resonance.
Unfortunately, to avoid electroacoustic instabilities, it is better to run closer to the tuned
situation. There one would fall completely into the unstable region.

It has already been observed, with only a few modules in the machine that their operation
is very dependent on beam parameters. This is not suprising, given the large beam-induced
voltage. A typical example was the effea of a trip of a copper cavity unit (16 cavities), which
increased the stable phase angle, and as a consequence decreased the sc cavities' voltage. The
result was a further increase in #„ and in some cases a complete beam loss.

Microphonic effects are important for LEP2
cavities, because of their narrow bandwidth
(±100 Hz), as compared to the LEP copper cavities
(±4 kHz) and their mechanical construction (sheet-
metal vessel, suspended at either end). Excitation of
mechanical vibrations from the cryogenic system or
other sources is very difficult to avoid completely.
Large oscillations due to electroacoustic instabilities
are suppressed by running the cavities closer to the
tuned condition. This is achieved by changing the
phase set point of the servo tuner on all eight cavities
driven by the same klystron. Changing the set point
of only die unstable cavity will primarily increase the
voltage on that particular cavity (at constant RF drive)
and is very likely to enhance the instability. In any
case, adjusting the servotuner set points means
changing the phase of the cavity with respect to die
reference RF, which is undesirable for maximizing
the overall available accelerating voltage.

Fig. 7 Robinson stability limits:
Vb = beam-induced voltage;
<pz = cavity detuning angle.

Fig. 8 Principle of RF
feedback loop

In order to overcome all these difficulties, a fast RF
feedback system is being implemented on all modules now
installed in LEP. The total RF voltage seen by the beam when
crossing the eight cavities driven by a common klystron, is
reconstructed from the field-probe signals of each cavity.
Great care must be applied to the calibration of the probes and
cable connections (in amplitude and phase) to ensure that die
overall vector sum signal is a faithful representation of the RF
voltage experienced by the beam. The "vector sum" signal is
maintained equal to the demanded RF voltage by the action of
an RF feedback loop (Fig. 8) The loop gain, at resonance is
about 30 dB, sufficient to reduce the equivalent impedance of
sc cavities down to the LEP1 level, and to correct any phase
variations on the cavities (either from residual microphonics,
or from various phase settings of the servo-tuners).

RF feedback is a very powerful technique for dealing with beam-loading effects. The
minimum achievable impedance, at the fundamental cavity frequency, is given by:

R (16)
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where x is the overall delay in the feedback path. In the case of LEP2, the overall gain is rather
limited by the quality of the "vector sum" reconstruction.

This is not the case for the sc cavities used in the LEP injector (the multipurpose SPS
machine, which accelerates protons and leptons on alternate cycles). Here reduction of
impedance is critical, especially for the very high-intensity proton beam: it is achieved by
proper filtering of all four cavity modes. The loop delay (500 ns) is essentially determined by
the distance in frequency between the 3^/4 and n modes (about 1 MHz) which corresponds to
a 180° phase rotation. In addition to the short delay RF feedback, a complementary loop with
an overall delay of one machine turn (23 /is) is used to further reduce die cavity impedance.
Figure 9 shows the pulsed RF waveform obtained on the SPS sc cavities, together with the
demanded power from the tetrode power generator.

Fig. 9 Pulsed RF waveform on SPS sc cavities
(50 ms/div)

Top: Cavity voltage (peak = 7.5 MV)
Middle: Tuner error signal
Bottom: Tetrode drive
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