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Chapter 1

Introduction

The goal of beam diagnostics is the precise measurement of all relevant beam parameters
of particle or heavy-ion accelerators. During commissioning and operating of accelerator
facilities, beam diagnostics plays a crucial role. Beam diagnostics is not only an important
tool for an optimised configuration of the beam-line settings, but also serves to provide
feedback in case of erroneous accelerator settings or to provide important information for
further theoretical calculations or simulations. The ideal situation, from a beam-diagnostics
perspective, would be the direct access to the six-dimensional phase-space density at an
arbitrary location at all times for a large energy range. This contains the maximum infor-
mation and allows to derive all parameters of interest. Unfortunately, this situation is not
realistic. In fact, beam diagnostics devices only access a certain subset of parameters, such
as projections of the particle distribution, and are available only at dedicated locations of
the beam line. Furthermore, depending on the type of accelerated particles, energy and
intensity, access to parameters might be a technical challenge.

The GSI accelerator facility belongs to the class of pulsed, RF-driven accelerators. Soon
after emission from the ion sources, the beam is compressed into little segments and is
accelerated in so-called “bunches”, the regular micro structure of the beam. Through
cascading and reuse of cavities in ring accelerators, RF acceleration allows for higher effective
field gradients than static-gradient accelerators which comes at the price of a significantly
more complicated beam dynamics. For a proper operating of the accelerator, a delicate
synchronised setup is required to reach high beam transmission and beam quality. In
particular, this includes the settings of the cavity structure which relies on the knowledge
of the input phase space and must accordingly be operated at a matching phase and voltage
level. Being a versatile facility able to accelerate all ion species, this is a special issue at GSI.
Due to the various modes of operation with different beam parameters, dedicated setups

1



2 Chapter 1— Introduction

for experiments at GSI can often be considered as recommissioning parts of the beam line,
where the knowledge of the phase space is an important piece of information. At a certain
location along the beam line, the phase space is given by the particle distribution and the
corresponding momentum per particle.

While several established methods exist to access the four-dimensional transverse degree
of freedom at low-energy sections of heavy-ion facilities, there are no standard methods
available to access the longitudinal phase space. This is the topic of this work.

The measurement of longitudinal phase-space distributions of low energy heavy particles
proves difficult, compared to the transverse case, which is typically provided by the well-
established slit-grid technique [1]. At low energies of heavy particles, common longitudinal
measurement techniques, based on the electric field distribution, fail due to the large longi-
tudinal field component. Measurement techniques relying on the electric-field distribution,
like capacitive pick-ups [2], consequently produce significantly convolved output signals,
rendering the determination of the bunch structure impossible. A rarely used approach is
based on a horizontal dispersive dipole section, for spatial momenta separation, followed by
a RF-synchronised vertical deflecting system [3]. Eventually, the beam is sampled by a slit-
grid setup, thereby mapping the longitudinal phase-space distribution to a two-dimensional
transverse profile distribution. Besides the high costs, in general this device is not feasi-
ble to be inserted inside existing beam lines, due to its large dimension of several meters.
At low energies, most accelerator facilities omit longitudinal phase-space diagnostics where
altogether possible.

In this work, a new type of device is studied which aims to determine the longitudinal phase
space of low and high-intensity heavy-ion beams at low energy. The measuring device has
been developed by P. Forck et al. in 1999 to support commissioning of the new high-current
injector line at GSI UNILAC. At present, the device is installed inside the charge-separation
chicane of the UNILAC gas-stripper section. The first design targeted the measurement of
longitudinal particle distribution only, also called “bunch structure” [4]. An iteration of
the design [5] in 2000 allowed, in principle, the measurement of the particle momentum by
means of time-of-flight and, hence, the full two-dimensional longitudinal phase space.

With the emerging upgrade of the accelerator facility, FAIR, certain design values have to
be met by the existing GSI accelerator infrastructure which will serve as injector to FAIR.
To reach the FAIR design values of the UNILAC high-current injector, optimisation of the
matching into the Alvarez linear accelerator is one important task. Hence, the knowledge
of the six-dimensional phase space near the first Alvarez tank is desirable. This work
studies the feasibility of longitudinal phase-space measurements with the mentioned device.
Additionally, a single-detector direct-calorimetric approach is investigated. In particular,
this comprises the achievable timing resolution and the study of systematic contributions.
Parts of the original data acquisition have been rewritten for the TOF system and build
from scratch for the calorimetric measurement. The data analysis of the phase spaces aims
for a consistent description of statistical moments by means of robust estimators.

Emphasis of this work lies on consistent analysis of a rather small amount of data which is
due to the fact that the TOF-measurement setup requires single-user operation of the full
accelerator facility. Thus, beam time for the experiment presented here was restricted to
an absolute minimum.
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The Program

Chapter 2 presents the fundamentals, the definitions of relevant terms related to phase
space and emittance. Further, technical principles and details of accelerating structures.

Chapter 3

Presents experimental setup, describes experimental area and particle detectors involved,
principles of coulomb scattering for beam attenuation.

Chapter 4

Shows treatment of measurement data, algorithms for post-processing for TOF and calori-
metric measurements provides the background for minimum covariance determinant esti-
mator.

Chapter 5

Test measurements with TOF and calorimetric setup.

Chapter 6

Treats the study of the limited resolution. Systematic errors, boundary conditions originat-
ing from foil imperfections and detector characteristics as well as accelerator settings and
influences of the detectors.

Chapter 7

Shows the influence of the device limitations on the measurable phase space.

Chapter 8

Summarises the findings and gives an outlook for future strategies for precision phase-space
measurements.





Chapter 2

Fundamentals

2.1 Macroscopic Time Structure

Depending on the type of particle accelerator, the section under consideration or the runtime
configuration of the accelerator section, the time structure of the beam may be described by
different characteristic parameters. Usually, linear accelerators, such as the GSI UNILAC,
providing particle energies above several MeV per nucleon (AMeV), feature a macroscopic
and microscopic time structure as schematically depicted in Fig. 2.1. The macro pulse
consists of multiple bunches (sometimes also referred to as micro pulses) which are a direct
result of particle acceleration using an alternating electric field (radio frequency RF). The
macro-pulse structure has a different origin. Ion sources can deliver high beam intensities
only for short time intervals which are typically in the order of hundreds of microseconds
up to a few milliseconds at GSI [6]. Furthermore, at high beam energies and intensities,
the RF power consumption of more than 1 MW and consequently the required cooling does
not allow for a cw (continuous-wave) operation at reasonable expenditure. The ability to
accelerate multiple ion species in an interleaved mode, sharing up to 14 distinct accelerator
configurations (virtual accelerators) presumes a beam concept based on macro pulses. The
dashed thick red line in Fig. 2.1 depicts the effective macro pulse current Im of a single
virtual accelerator. It is usually measured using beam-current transformers and represents
a smoothed, averaged current of the underlying bunch train of length τ . The repetition rate
νr of the macro pulses is given by the period time separating them

νr = T−1m , (2.1)

5
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Fig. 2.1: Schematic representation of macro-pulse current Im and bunch (micro-
pulse) current Ib. The macro-pulse current Im is typically measured using fast
beam-current transformers which can resolve pulses down to several microseconds,
but are incapable of resolving the time structure of the bunch current with a typical
length of about a few nanoseconds (RMS).

whereas the duty cycle fd is given by

fd = τ

Tm

= τ νr . (2.2)

Repetition rates at the GSI injector facility are based on a 50 Hz pulse to pulse time
reference. They typically range from the sub-Hz regime up to 50 Hz and strongly depend
on the ion source and the targeted experimental area (UNILAC or synchrotron injection).
Also the requested pulse length τ and the intensity may limit the maximum repetition rate
for a given source.

As denoted on Fig. 2.1 by the thin orange line, the macro pulse consists of many single
bunches occurring at the frequency νrf of the accelerating RF. In total a macro pulse
contains about nτ bunches with

nτ = τ

Trf

= τ νrf . (2.3)

For a better visibility only a few bunches have been depicted in Fig. 2.1, whereas a typical
macro pulse at the GSI UNILAC contains several thousands of bunches.

The important particle dynamics is related to the bunches which are described in a six-
dimensional phase space. All bunches, within a virtual accelerator, are expected to be
described by the same phase space distribution. The goal of this work is to present and
qualify a measurement setup for determination of the longitudinal subspace.
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2.2 Phase Space

For many physical systems, the phase space is a mathematical way to define the state of a
dynamic system by the parameters of the underlying model. This concept is also applied in
accelerator physics. Especially particle distributions of the actual beam are represented in
the appropriate phase-space parameterisation. Phase portraits, on the other hand, visualise
the phase-space trajectories of single particles under different boundary conditions. Taking
heavy ions as reference, the beam configuration is commonly considered to be sufficiently
abstracted from the position and momentum along the three spatial degrees of freedom
of each ion. Thus, the ions themselves are considered as macroscopic systems, sometimes
including the net charge distribution if space-charge effects are taken into account. Further
degrees of freedom such as the constituents of the nucleus, the spin or the residual electronic
configuration are not of relevance. The two spatial transverse degrees of freedom {x, y} and
the longitudinal degree of freedom {z} span a six-dimensional phase space P6D

P6D = (x, px) ⊗ (y, py)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
transverse

⊗ (z, pz)´¹¹¹¹¹¸¹¹¹¹¹¹¶
longitudinal

, (2.4)

by the so-called conjugate variables of the Hamiltonian theory.

During conception of accelerator sections, crucial distributions in phase space at several
locations can be deduced by sophisticated simulations which help, in an iterative process,
to meet the design goals. Nevertheless, real phase-space distributions of the beam may
differ significantly from theoretical predictions making the measurement of the phase space
indispensable during commissioning, optimisation and, to some extent, daily operation.
Dedicated measurement systems are required for the transverse and longitudinal degrees of
freedom. An universal approach does not exist. The availability of a feasible measurement
device strongly depends on the type of particle, the desired subset of parameters to measure
and the energy range at the location of measurement. The intensity of the beam as well
as the required accuracy are relevant too. Other design criteria, for example if a non-
interceptive device is targeted or the required performance of the data acquisition (DAQ),
may represent strong limitations that cannot not be resolved. Finally, the total cost of
design, construction and maintenance effort may affect availability of access to certain
beam parameters.

Transverse Degree of Freedom. A common representation of the transverse subspace is
given by the spatial displacement from the design beam axis {x, y}, usually based on a right-
handed coordinate system, and the tangent of the corresponding divergence angle θx and
θy. Thus, the momentum information is contained in the values {x′, y′} by the ratio of the
transverse momentum components px and py with respect to the longitudinal momentum ps
of the reference particle (synchronous particle) or the local longitudinal central momentum⟨p⟩, typically in units of mrad (since p{x,y} ≪ pz):

{x′, y′} = p{x,y}
ps

= tan θ{x,y} (2.5)
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This pragmatic choice of coordinate system for the transverse plane is mainly motivated by
the direct measurement of position and divergence angle via the well established slit-grid
method. It is a common method for measuring the transverse phase-space distribution at
linear accelerators and transfer sections where the range in matter is short enough to fully
stop the beam within the micrometer or millimeter regime and still be able to cool the ab-
sorbing geometry. A slit-grid measurement is a beam-destructive approach which cuts out
a narrow area at certain position using a slit. After a free drift section the distribution is
sampled with a wire grid, integrated over many bunches and directly provides the momen-
tum distribution by the corresponding tan θ. To measure the full transverse phase space,
the horizontal and vertical degree of freedom require a separate slit-grid module. Another
beam-destructive method for measuring the full four-dimensional transverse phase space
immediately with a single bunch (single shot) is the pepperpot device [7]. Non-interceptive
methods, such as beam induced fluorescence (BIF [8]), allow to measure transverse density
profiles.

Longitudinal Degree of Freedom. As given in Eq. (2.4), the longitudinal subspace of the
phase space is spanned by the spatial location z along the beam line and the corresponding
momentum pz. However, the longitudinal subspace is often parameterised relative to a
reference particle, the so-called synchronous particle s. The synchronous particle marks the
design particle of expected behaviour along the accelerating structure or sometimes, with
a lower stringency, another distinguished property such as the particle that corresponds
to the first central moments of the beam under consideration. Moreover, measurements of
the longitudinal plane at a certain position z0, for example when recording the arrival time
distribution of ions, suggests the use of a time equivalent parameterisation instead of the
spatial distribution at a certain time t0. Therefore, the arrival time ∆ti of particle i relative
to the synchronous particle is chosen as

∆ti = ti − ts . (2.6)

The same information is contained in the phase difference

∆φi = φi − φs , (2.7)

the difference between the phase of particle i with respect to the phase of the synchronous
particle s and depends on the accelerating RF. Early particles, which have smaller arrival
times with respect to the synchronous particle, have larger phases. Hence, the proportion-
ality between ∆φi and ∆ti is given by

∆φi ∝ −∆ti . (2.8)

The exact relation relies on the frequency νrf of the accelerating RF

∆φi = −csc νrf ∆ti with csc = { 360○ (deg)
2π (rad) , (2.9)

where the coefficient csc depends on the unit deg or rad, respectively.
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In addition to the plain value of the longitudinal momentum pz, other representations are
common. Apart from the absolute energy, relative fractions are given with respect to the
synchronous particle for the momentum (omitting the z index)

∆pi

ps
= pi − ps

ps
(2.10)

as well as for the kinetic energy

∆Ei

Es

= Ei −Es

Es

. (2.11)

As mentioned before, the theoretical synchronous particle quantities ps and Es are often
replaced by the mean values of the corresponding distribution, ⟨p⟩ and ⟨E⟩, for practical
purposes.

2.3 Emittance

The bunch of ions, being a many-body system, can be described by the ensemble of states
which represents the individual particles. While such a representation is advantageous for
beam simulations of ensembles of single-particle trajectories, for example, it is not always
optimal for characterisation of the beam in terms of beam diagnostics. Instead, a reduction
of the phase-space distribution, as an ensemble of single particles into few characteristic
parameters, is often desirable. As an analogous example, one could think of a classic
ideal gas that is macroscopically characterised by its pressure, volume and temperature.
Characterisation as a microscopic model, by means of the single gas particles, would be
ill-suited for the majority of practical cases.

Concerning the particle distribution inside a particle accelerator, an important information
is contained within the volume of the phase space which the particle distribution covers.
Only a certain region of the phase space is accelerated in such a way that particles are
not lost or beam quality degrades. Typically, it is possible to simulate which region of
the phase space complies with stable acceleration, at a certain position along the beam
line. This fraction of the six-dimensional phase-space volume is called the acceptance of
the accelerator which depends on the operating values and the location along the beam
line. For example, the longitudinal acceptance at an accelerating RF section is given by the
corresponding area inside the separatrix (see Sec. 2.6.3).

As the acceptance represents a volume (or an area) of the phase space, it is reasonable to
characterise the phase-space distribution by its extension. This quantity is called emittance
and is a measure of the beam quality. A general aim is to reduce overall emittances by
optimisations of the accelerator chain to improve on the beam quality. The emittance εh
of a non-realistic homogeneous longitudinal density distribution is given trivially by the
integral of the covered phase space area A

εh = ∫
A
dφdp , (2.12)
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where A is the smallest possible area that contains all particles. Realistic phase space den-
sities, in contrast, are of different structure depending on the history of the bunch. This
includes the initial particle emission from the ion source, further complex beam dynamics
and various dissipative effects. Nevertheless, assuming a Gaussian phase-space density dis-
tribution as a model space is commonly considered to be a good approximation of the bunch.
The bivariate Gaussian distribution {x, y}G1 is uniquely parameterised by the location of
its centre and the determinant ∣C ∣ variance-covariance matrix

C = ( σxx σxy
σxy σyy

) = ( σ2
x σxy

σxy σ2
y

) . (2.13)

In this nomenclature σxx and σyy are the variances of x and y whereas σxy denotes the
covariance between x and y. Using the exemplary set of coordinates v⃗ = (φ, p), denoting
phase and momentum equivalents in the subscript, the centred Gaussian density distribution
Gρ is parameterised by

Gρ(φ, p; C) = 1

2π
√∣C ∣ e−

1
2
v⃗ C−1 v⃗T = 1

2π
√

σ2
φ
σ2
p − σ2

φp

e
−σ2

p φ2−2σφ σp σφp φp+σ2
φ
p2

2(σ2
φ
σ2
p−σ2

φp
)

. (2.14)

By definition, while fading out quickly with increasing distance from the centre, this model
density distribution covers the infinite phase space without boundary. This, of course, rep-
resents an obvious deficiency of the model space as realistic bunch distributions are always
confined in phase space. On the other hand, realistic bunch distributions also contain popu-
lated phase space cells far from the core region. Therefore, using an approach as Eq. (2.12)
to evaluate the phase-space extension on a Gaussian-like distribution is inappropriate. The
effectively covered phase-space area would be overestimated by a large amount since a small
fraction of particles has a major impact on the calculated emittance. Thus, a more reason-
able and general definition of the emittance, suitable for realistic, long-ranged distributions,
is the characterisation by means of the standard deviation and covariance, as implicitly pro-
vided by the covariance matrix Eq. (2.13). With the parameterisation of Eq. (2.14) this
elliptical phase space area is of size

Arms = π√σ2
φ
σ2
p − σ2

φp
(2.15)

and contains about 39% of all particles provided the underlying particle distribution is
indeed of Gaussian type. It should be noted, that for arbitrary particle distributions this
is not generally true and might differ significantly. As proposed by Lapostolle [9] and
according to Eq. (2.15) the RMS emittance is defined by the square root of the determinant
of the covariance matrix

εrms = √σ2
φ
σ2
p − σ2

φp
, (2.16)

usually omitting the π.2 This phase space area contains about 15% of all particles in

1x and y label the degrees of freedom within one of the transversal or the longitudinal subspaces.
2See Chapter 3, page 91, “Charged Particle Beams” by Stanley Humphries Jr. [10] for an introduction to
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case of a Gaussian density distribution. Figure 2.2 depicts the ellipse corresponding to the
RMS-contour level of Eq. (2.14)

σ2
p φ

2 − 2σφp φp + σ2
φ p

2 = ε2rms . (2.17)

This parametrisation directly follows from the contour line satisfyingGρ(φ, p) = √e Gρ(0,0).
p

σp = √εγ

φ
θ

√
ε
β −α√ ε

β

σφ = √εβ
√

ε
γ

−α√ ε
γ

θ = 1
2
atan (− 2α

β−γ )´¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¶
2σφp

σ2
φ
−σ2

p

Fig. 2.2: RMS contour of elliptic phase-space density. The correspond-
ing characteristic points are given by the standard deviations σφ, σp and
covariance σφp or, alternatively, by the emittance εrms and Twiss param-
eters α, β, γ (Sec. 2.4). Assuming a Gaussian particle density, about
39% of all particles are covered by the area of the RMS ellipse.

Assuming no mismatch along the beam line and treating the particle distribution as a
free ensemble, the emittance shrinks with increasing normalised particle velocity βs. This
adiabatic damping affects the transverse as well as the longitudinal emittance in the same
way. More precisely, scaling of the emittance by βsγs

εnrms = βsγsεrms (2.18)

allows comparison of the emittance at different sections of the beam line at different βs.
The quantity εnrms is called normalised emittance (RMS).

According to Liouville’s Theorem, the particle density in the vicinity of a particle trajectory
is conserved when the particle dynamics can be described by conservative forces within the

the concept of emittance plus the explanation of units which are normally used in a confusing way.
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Hamilton Formalism. Then, for conservative forces only, the normalised emittance is a
constant of motion. The real situation is different. Dissipative contributions are numerous
and contribute to an increasing emittance or, in other words, heating of the beam. These are,
for example, intra-beam scattering, space-charge forces, electronic stopping and straggling
at gas or foil targets. Another effect, the so-called filamentation, which is not of dissipative
origin, leads to a pseudo-increase of the emittance although Liouville’s Theorem still holds.
This is possible at acceleration sections when acceleration is carried out at the non-linear
regime of the sinusoidal RF, i. e. the phase stabilising force (see Sec. 2.6.2) is not perfectly
linear. Then, instead of a rigid rotation of the phase space in case of perfect focusing,
particles rotate with a different velocity (in phase space) depending on the distance from
the centre of the phase space and consequently impose a spiral-like structure on the phase
space which eventually smoothes out over a large area. While the actual area covered by the
phase space has not increased, this effect does indeed degrade the quality of the beam and
is treated like a real growth of emittance. Non-linear contributions at quadrupole focusing
sections show the same phenomenon for the transverse subspace, which usually results in
an s-shaped phase space distribution in the x and y plane.

The emittance can be related to the entropy of the bunch distribution [11]. According to
the second law of thermodynamics, the entropy of an isolated system cannot decrease with
time. Equally, the normalised emittance along the beam line, parameterised by the spatial
parameter s, cannot get smaller within an isolated system

εnrms(s) ≤ εnrms(s +∆s) . (2.19)

The isolated system considers no particle loss and the cooling effect of beam acceleration is
excluded by means of the normalised emittance. While the definition of a strictly isolated
system is problematic in case of an accelerator, Eq. (2.19) still holds true. This means, in
particular, that the quality of the beam is limited by the initial emittance provided by the
ion source. Thus, exact determination of beam emittance εrms is crucial for accelerator
optimisations.

2.4 Twiss Parameters

An alternative parameterisation of the Gaussian particle distribution is given by the Twiss
parameters α, β and γ (see Fig. 2.2), the variances normalised by the RMS emittance ε(rms):

(−)α = σxy

ε
correlation (2.20)

β = σ2
x

ε
γ = σ2

y

ε
(2.21)

The sign of α is a matter of definition and varies among different authors. In this work
α = −σxy/ε is used consistently. The density distribution Eq. (2.14) expressed by the Twiss
parameters and RMS emittance writes

Gρ(φ, p; C)→ G(φ, p; α,β, γ ε) = 1

2π ε
e− 1

2ε
(γ φ2+2αφp+β p2) . (2.22)
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Originally, the Twiss parameters have been introduced to describe the stable transverse
motion inside periodic lattices of synchrotons by means of the so-called machine ellipses
and, ideally, conserved emittance. The actual shapes of the ellipses depend on the location
s along the beam line parameterised by α(s), β(s), γ(s) and mark the boundary of stable
transverse motion. Particle distributions that are not well matched against the machine
ellipse suffer filamentation or particle loss.

While a similar concept can be extended to the longitudinal phase-space plane in case of
synchrotrons, by means of longitudinal machine ellipses, this is obviously not possible at
linear accelerators. Machine ellipses are only meaningful in periodic lattices. Nevertheless,
Twiss parameters are widely used in the LINAC community, typically in order to reuse
existing software originally tailored for transverse phase-space analysis.

If uncertainties of the standard deviations and the covariance are accessible, they can be
directly mapped to the uncertainties of the RMS emittance and Twiss parameters via

∆ε ≈ εβγ
¿ÁÁÀ(∆σx

σx
)2 + (∆σy

σy
)2 + ( α2

1 + α2
)2 (∆σxy

σxy
)2 , (2.23)

∆α ≈ αβγ
¿ÁÁÀ(∆σx

σx
)2 + (∆σy

σy
)2 + (∆σxy

σxy
)2 , (2.24)

∆β ≈ β
¿ÁÁÀ(1 − α2)2 (∆σx

σx
)2 + (1 + α2)2 (∆σy

σy
)2 + α4 (∆σxy

σxy
)2 , (2.25)

∆γ ≈ γ
¿ÁÁÀ(1 + α2)2 (∆σx

σx
)2 + (1 − α2)2 (∆σy

σy
)2 + α4 (∆σxy

σxy
)2 . (2.26)

2.5 Linear Accelerators

Acceleration of charged particles using static electric fields is limited by a specific breakdown
voltage, usually several hundreds of kilovolts, depending on dielectric strength, surface
properties and geometry of the acceleration structure. At the top end there are Van-de-
Graaff -type accelerators which can even provide an effective voltage of about 10 MV.

This limitation can be overcome by a regular setup of shielding drift tubes with a time-
varying electric field applied between the gaps. This RF power is commonly fed into a
cavity in an appropriate way, usually inductively or via waveguides, whereas the geometry
determines the preferred resonant mode. Since the net energy transfer to a charged par-
ticle in a harmonically oscillating electric field is zero, shielding of the particles has to be
accomplished during the decelerating half cycle of the local RF voltage using appropriate
drift-tube geometries. Between the drift tubes (gaps), the beam particles are consequently
exposed to an accelerating voltage and thus a synchronised and coherent net energy trans-
fer is provided. Depending on the particle velocity, the drift tubes therefore have to be
designed in such a way, that their axial lengths scale linearly with increasing average nor-

malised particle velocity ⟨β⟩ = ⟨v⟩
c
.
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2.5.1 Wideröe Structures

In 1928 Rolf Wideröe suggested the first practicable concept of such a drift-tube linear
accelerator structure (DTL [12]). As depicted in the upper half of Fig. 2.3, a schematic
Wideröe structure, the drift tubes of increasing length are directly fed by the ac power with
successive electrodes being of opposite electric potential. Coherent acceleration of particles

E⃗(t)

E⃗(t)

RF Power Feed

Wideröe-Type Structure

Alvarez-Type Structure

Ln = βnλ
2

AC Power

L = βλ

I ≠ 0

I ≠ 0

I
!= 0

I ≠ 0
Fig. 2.3: Schematic linear accelerator structures of Wideröe (top) and Alvarez (bottom)
type. The improved Alvarez cavity in comparison to the Wideröe includes transverse fo-
cusing cells inside the drift tubes to accommodate for the net defocusing effect (transverse)
at the gap.

requires the time-dependent longitudinal electric field

Ez(t, z) = E0 cos (φω,kz(t, z)) (with φω,kz(t, z) = ωrf ⋅ t − kz ⋅ z) (2.27)

to have the same phase velocity vph = ωrf

kz
as the current centre velocity βc of the particle at

the drift section under consideration. Contiguous gaps between Wideröe drift tubes have
a phase advance ∆φω,kz ,n of 180○ which means successive gaps contain oppositely oriented,
longitudinal electric field components at all times. With n labeling the n-th drift section
under consideration, the corresponding length of the drift tube is therefore implicitly given
by

∆φω,kz ,n+1∣t = φω,kz(t, z) − φω,kz(t, z +Ln) = kz Ln
!= π . (2.28)

As mentioned above, the phase velocity vph of the electric field has to be about the same as
the mean longitudinal velocity βc of the particle distributions (the bunches) traversing the
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drift tube. It follows from Eq. (2.28) with vph = ωrf

kz

!= βc that the length Ln of the Wideröe
drift tubes scales with increasing βn as

Ln = π

kz,n
= π

ωrf

βnc = βnλ

2
. (2.29)

Drift tube LINACs generally come with the inherent issue, that the dynamic electric field
between the tubes is not perfectly homogeneous as shown in Fig. 2.3. At gap entrances, the
field lines have transverse focusing properties whereas at gap exit a transverse defocusing
characteristic is present. As a consequence, the overall net defocusing effect causes an ad-
ditional transverse beam spread which limits the performance of the accelerating structure.
The Wideröe LINAC marks an archaic approach by today’s standards. At GSI the first
UNILAC design featured a Wideröe structure which served as the full prestripper section
after the so-called LEBT (Low Energy Beam Transfer). As of 1999 it was replaced by a
modern two stage design, consisting of a RFQ and two H-mode KONUS IH structures (see
Sec. 2.5.3), to allow for higher beam intensities [13].

2.5.2 Alvarez Structures

With the iteration of the DTL concept by W. L. Alvarez [14], the Alvarez structure, drift
tubes are housed in a circular cavity. Instead of a direct AC feed of the drift tube electrodes,
a cavity is driven in resonance by the TM010 mode which provides the matching electric
fields for particle acceleration. Contrary to the empty cavity resonating on a E-mode (or
TM -mode) which features no transverse electric field component by definition, the boundary
conditions of the support and drift-tube geometry impose a non-vanishing transverse electric
field component nearby the gap region which, together with the RF, has an overall transverse
defocusing effect. This is counteracted by the inclusion of adequate quadrupole layouts
inside the drift tube geometry. Active transverse focusing together with the cavity approach
confining the RF power, a much higher efficiency is accomplished compared to the Wideröe
structure. According to the TM -mode characteristics, charges flow along the cavity wall
and the electrode geometry only (there is no current along the stems). Concerning the
length of the drift tubes, the phase advance between successive gaps is 2π and, thus, the
length Ln of the n-th drift tube is given by

Ln = 2π

kz,n
= βnλ . (2.30)

The lower half of Fig. 2.3 depicts a schematic Alvarez structure with the typical circular
cavity profile and drift tubes of increasing length. An Alvarez period consists of a drift tube
including the aforementioned transverse focusing elements along with appropriate cooling
and an acceleration gap between them. Acceleration is carried out using the TM010 mode
of the empty cavity. By insertion of the drift tube cell structure a dominant longitudinal
electric field component along the beam axis is conserved due to symmetry considerations
and is even increased locally.

Alvarez structures are still used while more sophisticated accelerating structures with a
higher effective field gradient exist. On the other hand maintenance effort is low and the
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design is well understood due to its simplicity. A 4-stage Alvarez structure and several
single gap resonators serve as final accelerating structure of the UNILAC complex.

2.5.3 H-mode Structures

More efficient, modern heavy ion linear accelerating structures than the Alvarez approach
are the so-called H-mode LINAC Structures, also referred to as H-type LINAC Struc-
tures [15]. Contrary to the Wideröe (if driven by a cavity) or the Alvarez structure, the
H-mode (TE-mode) has no longitudinal electric field component in the empty cavity by
definition. Only due to sophisticated boundary conditions by the geometry of the stems and
drift tubes (or crossbars respectively), longitudinal acceleration is accomplished with the ad-
vantage of a significantly enhanced effective field gradient compared to Alvarez-type DTLs.
Although all H-Type cavities are based on Hn10-modes, one can differentiate between two
major cavity designs: The ’Interdigital H-Type Structure’ (IH) using the H110-mode and
the ’Crossbar H-Type Structure’ (CH) used in the high β range resonating on the H210-
mode. As there are no relevant longitudinal wall currents present, since the electric field
mode is fully transverse at least in the empty cavity, power losses are significantly lower
compared to the Alvarez design.

KONUS Beam Acceleration. H-mode structures have been suggested already in the
70s to improve the power efficiency per unit length. Further improvements on the ef-
fective gradient can be accomplished by the concept of ’Combined Zero-Degree Structure’
(’KOmbinierte NUll-Grad Struktur’, KONUS, [16]). A KONUS period consists of a 0○
synchronous particle structure at which the beam is injected above synchronous particle
energy, a separate transverse focusing section by a quadrupole triplet or a solenoid and a
longitudinal focusing section at typically φs = −35○, usually referred to as rebunching sec-
tion. Instead of transverse focusing elements being housed in each drift tube, the separate
focusing section allows a compact LINAC design with an enhanced number of accelerating
gaps per unit length compared to the Alvarez design. At the same time, the apertures of
the drift tubes can be significantly reduced which further improves the shunt impedance
and, thus, the power efficiency of the LINAC structure. Also the plain acceleration section
at crest voltage alone provides about 15% improvement in efficiency (regarding the same
amplitude) of the synchronous particle gradient per acceleration gap compared to Alvarez
structures.

From a beam dynamics point of view, KONUS is a delicate challenge. A H-mode cavity
design using KONUS is an intuitive approach based on experience with no straightfor-
ward design recipe available. This effectively ends up in a trial and error approach using
simulated dynamic field distributions and particle tracking codes at hand. Most efficient
acceleration at 0○ phase comes at the cost of unstable, i. e. defocusing particle trajectories
with respect to the synchronous particle. While the longitudinal broadening of the bunch
length is counteracted by the separate rebuncher section, the influence of the strong non-
linearity of voltage around 0○ cannot be fully compensated and may have an influence on
the longitudinal phase space distribution by filamentation. Although filamentation is not a
process that causes an increase of the emittance, since it cannot be classified as a dissipative
effect which leads to an increase of the covered phase-space area, it does indeed increase
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Fig. 2.4: KONUS driven H-Type (IH) structure cell at GSI High Charge Injector (HLI).
Left: The relative energy deviation (top) and deviation from synchronous phase (bottom),
along the accelerating structure, for two different start conditions. Right: The transverse
envelopes for two different start conditions.

the boundaries of a phase space distribution and, thus, introduces higher requirements on
the acceptance.

The first KONUS driven cavity has been installed at GSI at the UNILAC as part of the high
current injector in 1999 and partial replacement for the Wideröe LINAC. A KONUS cavity
has been also the predestined choice of design for the high charge injector (HLI) due to its
high effective gradient. As an exemplary tracking simulation of KONUS, Fig. 2.4 shows the
new GSI HLI structure. Apart from the aforementioned KONUS period, the complicated
beam dynamics compared to the Alvarez design can be seen by the required redefinition of
the synchronous particle during acceleration. This manifests itself by unsteady jumps of
the tracked particle observables in the left graphics, showing the relative energy deviation
and the relative phase. Design, commissioning and operating of KONUS structures can be
challenging, but is considered worthwhile if highest requirements of effective gradient and
beam intensity have to be met. To that end, reliable beam diagnostics of transverse and in
particular longitudinal degree of freedom is mandatory which is the goal of the measurement
setup studied in this work.

2.6 Longitudinal Beam Dynamics

To get a glimpse on the importance of longitudinal beam diagnostics targeted in this work it
is helpful to outline basic theoretical concepts of drift-tube LINACs used at the GSI injector
line. Wideröe and Alvarez structures (see Sec. 2.5.2) follow a common acceleration scheme.
Along the beam axis, at the gap between the shielding drift tubes, a quasi-harmonic oscil-
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lating potential provided by the TM010 mode accelerates the transiting charged particles.
Similarly, H-mode LINACs in turn use Hn10 modes to accelerate the beam as described
in Sec. 2.5.3 and the following explanation can be applied likewise. Due to the specific
geometries and significant beam effects such as inter-particle space-charges, the design and
optimization of modern linear accelerator structures require the use of sophisticated tracking
codes, e. g. LORASR [17], DYNAMION [18] or PARMILA [19]. Nevertheless, it is possible
to analytically model major properties of linear accelerators qualitatively. In the following,
the energy gain and the longitudinal equation of motion will be described under simplified
boundary conditions.

2.6.1 Energy Gain during Gap Transition

Acceleration of charged particles takes place at the gaps between the drift tubes. While the
space inside the drift tube is assumed to be field-free, the electric field still reaches inside
to a small extent. The relevant longitudinal electric field component amplitude Ez(r, z) is
depicted in Fig. 2.5 for the axial case r = 0. To account for the electric field reaching inside
the tube volume, the effective gap length geff is taken into consideration. Since the exact
electric field distribution depends on the specific accelerator geometry, an exemplary on-
axis amplitude distribution is shown. Several numerical frameworks exist to calculate static

z

Ez(r = 0, z)

+
geff
2

−
geff
2

g

a

Drift Tube

0

Fig. 2.5: Schematic longitudinal electric field amplitude
at an acceleration gap. The electric field is not perfectly
shielded inside the drift tubes which is taken into account
by the effective bounds ±geff /2.

and dynamic electro-magnetic field properties from the actual geometry of the accelerator
cavity. Usually it is legitimate to consider Ez(r, z) to be symmetric with respect to the
centre of the gap. In the following the energy is denoted by W to avoid confusing with
the electric field E. Using the time-dependent longitudinal electric field Ez as given by
Eq. (2.27), we can write the energy gain ∆Wi of a particle i transiting the gap as

∆Wi = q ⋅
+geff /2
∫

−geff /2
dz Ez(0, z) cos (ωrf ⋅ t + φi) = q ⋅

+geff /2
∫

−geff /2
dz Ez(0, z) cos(ωrf

βic
z + φi) , (2.31)
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where geff denotes the effective gap length and accounts for the incomplete shielding of the
field inside the drift tubes. The maximum potential difference U0 exposed to a theoretical
particle with an infinite velocity is therefore given by

U0 =
+geff /2
∫

−geff /2
dz Ez(0, z) , (2.32)

whereas an actual particle i would see an effective potential difference Ueff,i of

Ueff,i =
+geff /2
∫

−geff /2
dz Ez(0, z) cos(ωrf

βic
z + φi) , (2.33)

by assuming a constant velocity approximately at the gap under consideration for simplicity.
Furthermore, with the assumed mirror symmetry of Ez(r, z) with respect to z = 0 and the
symmetric integral limits, Eq. (2.33) is identical to

Ueff,i = cosφi ⋅

+geff /2
∫

−geff /2
dz Ez(0, z) cos(ωrf

βic
z) . (2.34)

A common approach to account for the effective gradient and thus the effective energy gain
of the particle is to introduce the so-called transit time factor

T = ∣Ueff,s∣
U0

=
RRRRRRRRRRRR
+geff /2∫−geff /2dz Ez(0, z) cos( ωrf⟨β⟩c z)

RRRRRRRRRRRR+geff /2∫−geff /2dz Ez(0, z)
cosφs ≤ 1 . (2.35)

Characteristically, the actual value of T scales inversely with the ratio of the effective gap
length geff versus the RF wavelength. Time transit factors range from 0.8 to 0.9, with
shorter gaps usually reaching higher values depending on the actual gap geometry. The
energy gain Eq. (2.31) for the synchronous particle at gap transition can be rewritten as

∆Ws = q U0 T cosφs . (2.36)

Introducing the effective mean electric field amplitude

Ez,0 = U0

geff
= 1

geff

+geff /2
∫

−geff /2
dz Ez(0, z) , (2.37)
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the energy gain for any particle i, but especially the synchronous particle s can finally be
expressed as

∆Ws = q Ez,0 geff T cos φs = q Ueff,s cos φs (2.38)

by means of the effective voltage Ueff and the synchronous phase φs.

2.6.2 Longitudinal Phase Stability

Real particle distributions inside a linear accelerator have a finite second moment attached
to all degrees of freedom. In other words this means a finite phase space volume or, in the
terminology commonly referred to in accelerator physics, emittance. The initial particle
distribution provided by the ion source usually already comes with a pronounced emittance.
According to Sec. 2.6.1, the energy gain depends on the relative phase φi of the particle with
respect to the RF voltage. Based on the fact that the longitudinal (as well as the transverse)
particle distribution is neither a sharp distribution in phase nor momentum, the principle
of acceleration must be chosen in a way, that it can provide a stabilised motion. This
means stabilised in the sense of phase stability and therefore the quest to keep the particles
as localised as possible during acceleration. In the following, phase stability is discussed
taking the relative phase φi with respect to the RF as the free parameter.
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Fig. 2.6: Schematic RF voltage between drift tubes for negatively-
charged particle. In this picture particles to the left of the syn-
chronous particle are advanced, whereas particles to right are re-
tarded. For a stable longitudinal motion at linear accelerators
only the region (marked as stable) is useful for acceleration.

Fig. 2.6 shows the schematic RF voltage applied between the drift tubes. With the phase
origin usually located at crest voltage, the stable acceleration region at [−π

2
,0]+n ⋅2π (blue

section), where n numbers a unique period, is commonly referred to as a bucket with the
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corresponding confined, stable phase space distribution referred to as a bunch or micro
pulse. A more precise definition of a bucket will be given in Sec. 2.6.3, when a simplified
longitudinal equation of motion is explicitly solved. The operation value of the synchronous
phase φs, which is the reference phase of the design particle (synchronous particle) with
respect to the RF, is typically set at around −30○. For typical Gaussian-like particle dis-
tributions, most particles with a surplus of energy compared to the synchronous particle is
arrive at an earlier time/phase and as such undergo less acceleration. Together with the
fact, that particles of a lower energy than is get accelerated by a larger effective voltage,
this illustrates the longitudinal focusing effect with respect to the synchronous particle. On
the other hand, the phase range [0, π

2
]+n ⋅ 2π, while also accelerating, has an intrinsic, lon-

gitudinally defocusing tendency as depicted in Fig. 2.6 and is labeled as unstable region. It
should be noted that the design decisions for the location of the synchronous phase mainly
depend on the bunch length. Shorter bunch lengths allow for a more efficient synchronous
phase nearer to the crest voltage without losing many particles to the unstable region and
thus a more effective acceleration. Nevertheless, following the sinusoidal schematic from
Fig. 2.6 it is obvious that approaching 0○ phase comes with increasing nonlinear force and
therefore increasing size of the phase space.

Unfortunately, longitudinal and transverse focusing at the same time is impossible using a
drift tube acceleration. At sections that have a net longitudinal focusing effect they con-
tribute to a net transverse defocusing effect. From a qualitative point of view this is evident
by the topology of the electric field inside the accelerating gap as depicted schematically
in Fig. 2.3. At gap entrance the transverse field components possess focusing properties,
and they are defocusing the second half of the gap. Since the field amplitude is ramped
while the bunch is transiting the acceleration gap, the defocusing effect at the second half is
dominating, assuming a constant normalised particle velocity β for simplification. A more
elaborate discussion of the topic was published first by E.M. McMillan in 1950 [20]. Usually
the inherent effect of transverse defocusing needs to be compensated by separate focusing
elements, i. e. magnetic quadrupole or solenoidal lenses.

2.6.3 Longitudinal Equation of Motion

For a better understanding of the characteristics of common DTL beam dynamics, this
section provides the derivation of a simplified equation of motion of the longitudinal degree
of freedom. Furthermore, it highlights the advantage if access to the longitudinal degree of
freedom is available by beam diagnostics which allows monitoring and optimisation of the
beam line. For instance the knowledge of a longitudinal phase-space distribution can either
serve as feedback to see if a LINAC is well adjusted or to pin down the starting condition
for the setup of the following structures to provide optimal matching conditions.

This section will outline the derivation of the equation of longitudinal particle dynamics
under simplified boundary conditions roughly following T. P. Wangler [21]. The discrete
acceleration structure is approximated as a continuous differential equation under the as-
sumption of a space-charge free, paraxially approximated system. Furthermore, the rate of
acceleration is assumed to be sufficiently small to consider the terms d

dz
β and d

dz
γ negligible

with respect to other terms. By switching over to a continuous description, the accelerating
fields will be replaced by effective mean fields.
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In the following, the separation between two contiguous gap centres is labeled by Ln for the
n-th acceleration cell, at which the normalised velocity βn and the energy Wn are treated
as constant. Additionally, within the thin gap approximation the energy is instantaneously
transferred to the particle at the gap centre by the effective voltage Ueff,n after the (n − 1)-th
drift section. Thus, the kinetic energy gain3 ∆Wn,i between the (n − 1)-th and n-th drift
section for an arbitrary particle i is given by

∆Wn,i =Wn,i −Wn−1,i = q Ueff,n cosφn,i (2.39)

using Eq. (2.38). Taking the synchronous particle s as reference, the difference in energy
gain therefore writes as

∆(Wi −Ws)n =∆Wn,i −∆Wn,s = q Ueff,n (cosφn,i − cosφn,s) . (2.40)

By design, the phase advance ∆φn,s for the synchronous particle is

∆φn,s = N ⋅ 2π N = { 1
2
, Wideröe, IH

1, Alvarez
. (2.41)

On the other hand, the fraction of phase advance between an arbitrary and synchronous
particle at the (n − 1)-th cell equals the fraction of their transit times

∆φn,i

∆φn,s

= ∆φn,i

N 2π

!= Tn−1,i
Tn−1,s =

βn−1,s λ
βn−1,i λ =

1

N

Ln−1
βn−1,i λ , (2.42)

recalling the length Ln of the n-th cell is N ⋅βn,s λ. Consequently, an arbitrary particle has
its phase changed by

∆φn,i = 2π Ln−1
βn−1,i λ (2.43)

between gap n−1 and gap n. This allows to calculate the difference in phase advance between
an arbitrary and the synchronous particle accumulated after transit of the (n − 1)-th cell
with

∆(φi − φs)n !=∆φn,i −∆φn,s = 2π Ln−1
λ
( 1

βn−1,i −
1

βn−1,s)
= 2π Ln−1

λ
( 1

βn−1,s + βn−1,i − βn−1,s´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=∶∆β

−
1

βn−1,s) = 2π
Ln−1
λ
( 1

βn−1,s +∆β
−

1

βn−1,s) , (2.44)

which can be further simplified by exploiting that ∆β
βn−1,s ≪ 1 and thus

∆(φi − φs)n ≈ −2π ∆β

β2
n−1,s = −2π

βn−1,i − βn−1,s
β2
n−1,s . (2.45)

3As in Sec. 2.6.1, the energy is denoted by W to avoid confusion with the electric field E.
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The work ∆W required to change the normalised velocity by the amount of ∆β taking into
account the linear term only

∆W =∆ (E −E0) =∆E ≈ dE

dβ
∆β = ( d

dβ
m0γc

2)∆β = E0
dγ

dβ
∆β = E0 γ

3 β∆β (2.46)

and Eq. (2.45) provides the relationship between the change in phase deviation and energy
deviation with respect to the synchronous particle at the n-th cell

∆(φi − φs)n = −2π Wn−1,i −Wn−1,s
m0 c2 γ

3
n−1,s β2

n−1,s . (2.47)

As mentioned before, the discrete model based on the real cell structure is replaced by a
continuous model treating the electric fields as general mean field along the beam axis with
Ez,0 = V0

Ln−1 . By formally going from ∆
Ln−1 to d

dz
and dropping the discrete index n, the

relative energy deviation Eq. (2.40) writes as

∆ (Wi −Ws)
Ln−1 Ð→ d

dz
(Wi −Ws) = q Ez,0 T (cosφi − cosφs) . (2.48)

In the same way the relative phase deviation ∆(φi − φs)n transforms into a continuous
representation

d

dz
(φi − φs) = ∆(φi − φs)

Ln−1 = ∆(φi − φs)
βn−1λ (2.49)

and is connected to the change in relative energy deviation by Eq. (2.47)

d

dz
(φi − φs) = −2π Wi −Ws

m0 c2 γ3s β
3
s λ

. (2.50)

Derivation by d
dz

and inserting Eq. (2.48)

d

dz
{γ3s β3

s

d

dz
(φi − φs)} = −2π qEz,0 T

m0 c2 λ
(cosφi − cosφs) (2.51)

provides a second order differential equation from two coupled first order differential equa-
tions. Furthermore, the rates of change dβs

dz
and dγs

dz
at the acceleration gap are usually

small compared to their value. Neglecting those terms, the final problem reads as

d2

dz2
(φi − φs) = − 2π qEz,0 T

m0 c2 γ3s β
3
s λ
(cosφi − cosφs) . (2.52)

Fortunately, given by the approximations used, this differential equation can be solved
analytically. Multiplication with d

dz
(φi − φs), which is identical to dφi

dz
, and applying the

inverse product rule on the left side

d{1
2
( d

dz
(φi − φs))2} = − 2π qEz,0 T

m0 c2 γ3s β
3
s λ
(cosφi − cosφs) dφi (2.53)
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simplifies the problem significantly as Eq. (2.50) can replace ( d
dz
(φi − φs))2. This in turn

provides a trivial way to integrate both sides. In doing so, the boundary condition is
contained within the constant of integration C

π (Wi −Ws)2
m0 c2 γ3s β

3
s λ
= −q Ez,0 T (sinφi − φi cosφs +C) (2.54)

and finally rearranged the kinetic energy deviation Wi −Ws is given by

Wi −Ws = ±
√

1

π
m0 c2 γ3s β

3
s λqEz,0 T (φi cosφs − sinφi −C) . (2.55)

For different start conditions, imposed by C, Eq. (2.55) provides the corresponding phase
space trajectories. The separatrix is a special trajectory which marks the boundary of stable
particle motion with the corresponding integration constant Cs

Cs = − (φs cosφs − sinφs) . (2.56)

It is now possible to refine the definition of a bucket (section 2.6.2) as the phase space area
enclosed by the separatrix bound. At the same time this represents the acceptance of the
LINAC section as stated in Sec. 2.3.
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Fig. 2.7: Left: Longitudinal phase portrait for acceleration with a synchronous particle at
φs = −30○. The separatrix (red, thick curve) marks the boundary for the stable and confined
phase space area. Right: Longitudinal phase portrait for a synchronous phase of φs = −90○.
The phase space area covered by the separatrix is maximal, but the beam undergoes no
net acceleration with the accelerator acting as a buncher at optimum linearity. This phase
portrait is well known from the classical harmonic oscillator.

Figure 2.7 shows the phase portrait for a synchronous phase φs = −30○ on the left, which is
typically used in Alvarez structures or rebunching sections at KONUS structures. The right
of Fig. 2.7 depicts the phase portrait with a synchronous phase of φs = −90○, which means
operation in pure bunching mode and no net acceleration. The energy axis is displayed in
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the commonly used representation of the relative energy deviation 4

Wi −Ws

Ws

= ±
¿ÁÁÀ γ3s β

3
s λqEz,0 T

πm0 c2 (γs − 1)2´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
ξ

(φi cosφs − sinφi −C) . (2.57)

Both portraits show the separatrix as a thick line with the stable orbits enclosed as contin-
uous lines, the unstable trajectories are marked by dashed lines. Around the synchronous
phase φs, for small amplitudes ∆φ, the orbits are of elliptic shape. Furthermore, the en-
closed areas differ significantly. Thus, the acceptance during acceleration at φs ≈ −30○ is
much smaller compared to pure bunching at φs = 0○. It should be noted that in reality, due
to the acceleration and thus a shrinking phase space, the stable orbits are not closed in the
φs = −30○ case.
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Fig. 2.8: Acceleration with a synchronous phase of φs = 0○,
i. e. at crest voltage. With the size of the phase space covered
by the separatrix shrunken to zero at (0,0), no per se stable
motion is possible. While the KONUS principle relies on the
most efficient acceleration at φs = 0○ it also includes rebunching
sections at φs ≈ −30○ to counteract the resulting longitudinal
debunching. For the marked points in the diagramme, see text.

Most efficient acceleration would be carried out by setting the synchronous phase φs at
crest voltage. As described in Sec. 2.5.3, this is done at certain sections of KONUS dynam-
ics based H-mode accelerating structures. The corresponding phase portrait is depicted at

4The factor ξ is set to 1 as a normalisation since specific accelerator and particle parameters do not lead
to a qualitatively different result.
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Fig. 2.8. Obviously the (formal) separatrix at has shrunken to zero and does not enclose
any area of the phase space, which means it does not provide stable orbits. By definition
of the axes, the phase space cell of the synchronous particle is located at the centre at .
Now, in case of KONUS beam dynamics, the reference particle and synchronous particle
are not the same. At the reference particle is injected with an energy above synchronous
particle energy located close to the synchronous phase φs = 0○. This means at crest voltage
particles in the vicinity of the reference particle experience neither longitudinal nor trans-
verse focusing. When the bunch further advances through the 0○-structure, the reference
particle follows the denoted phase space trajectory and finally approaches near synchronous
particle energy , which is the reason for injection of the beam at greater than synchronous
particle energy. During this process all particles in the environment of the reference particle
are accelerated and experience longitudinal focusing due to the increasingly negative phase
of the reference particle. Once the reference particle approaches quadrant II, defocusing of
the bunch sets in as a particle arriving early would again see a higher accelerating field.
This is avoided by resetting the KONUS section ( → ), thus, confining the motion mainly
to quadrant II. Usually, the KONUS section is followed by a dedicated transverse focusing
section, consisting of a quadrupole triplet and a rebunching section, with a synchronous
phase of about φs ≈ −30○, which, as an ensemble, is called a KONUS period.

2.7 GSI Overview

Founded in 1969 to serve as a research institution for heavy ion studies, GSI underwent
several upgrades. Initially, the setup consisted of a linear accelerator only, based on a
Wideröe structure (Sec. 2.5.1) and an Alvarez structure (Sec. 2.5.2) as final stage. In 1990
the first major upgrade was accomplished, when the existing facility has been extended by
a synchrotron (SIS18) and a storage ring (ESR). As of today, the GSI accelerator facility
comprises the linear accelerator UNILAC, the heavy ion synchrotron SIS18 and the experi-
mental storage ring ESR. The UNILAC consists of two different upstream injectors, the high
current injector (HSI) and the high charge injector (HLI) feeding the Alvarez poststripper
section. Those can provide all ion species from hydrogen to uranium. Before the beam
is injected into the synchrotron at an energy of usually 11.4 AMeV, the ions are stripped
at the transfer channel (TK), and a higher charge state is selected, e. g. U28+→U73+. The
synchrotron SIS18 (bending power B ⋅ρ = 18 Tm) accelerates the ions to energies between
50 to 2000 AMeV. Finally, beams are either delivered to the high energy target area or the
ESR (10 Tm) for storage and electron cooling using fast or slow extraction. For production
of radioactive nuclei, a fragmentation target with a magnetic fragment separator (FRS)
provides isotope selection for injection into the ESR or transport to the target area, where
experimental setups are located.

2.8 The UNILAC Facility

The GSI UNIversal Linear ACcelerator (UNILAC) features two different prestripper in-
jectors feeding the final Alvarez stage (see Fig. 2.9) also referred to as poststripper section.
The HLI (High Charge Injector), which is equipped with an ECR ion source, is mainly
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Fig. 2.9: UNILAC site overview from ion source to experiments (bottom right) and the
transfer line (TK) injecting into the SIS18.

used in super heavy element synthesis (SHE) at the SHIP/SHIPTRAP [22,23] and TASCA
experiments [24]. It injects behind the first stripper section and is not accessible by the
experimental setup presented in this work.

HSI - High Current Injector. Originally featuring a Wideröe structure, a major upgrade
of the HSI has been performed in 1999 [25]. Prior to the upgrade, Penning sources fed the
HSI to provide high initial charge states required by the relatively low effective gradient
of the Wideröe structure (34 MV max.). As a consequence, mass numbers higher than
150 could not fill the SIS18 to its space-charge limit since the ion sources were not able
to provide sufficient current for those charge states. Therefore, the Wideröe structure was
removed in favour of a H-mode RFQ (further upgrade in 2004 and redesigned electrodes in
2009) and two IH cavities with a maximum effective gradient of about 91 MV. Additionally,
a short 11-cell RFQ buncher, the so-called Super Lens, has been installed after the main
RFQ for an improved matching into the first IH structure. All structures of the HSI, i. e.
the RFQ, Super Lens and the IH structures, operate at a frequency of 36.136 MHz. The
upgrade allows the acceleration of ions with a mass(number) to charge ratio up to A/q = 65.
For instance, the typical charge state of uranium at the HSI after the upgrade could be
lowered from U10+ to U4+, fed by a high current ion source of MEVVA-type (see below)
for SIS18 injection. At the same time, the lower charge state reduces the non-conservative
space-charge effect which benefits the maximum beam intensity of the HSI.

Different ion species can be accelerated interleaved at the same time with individual ac-
celerator settings, in particular different energies and even different charge states of the
same ion species. Macro pulse operation works on a 50 Hz time base, i. e. at maximum
50 macro pulses per second can be delivered to the post-stripper section. The UNILAC
facility can run up to 14 virtual accelerators which represent distinct accelerator settings
on a pulse-to-pulse base.

Two ion source terminals are available at the HSI. Each terminal can only run one ion source
at a time and thus the HSI can request pulses from two different ion sources interleaved.
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High-current ion beams are available from the northern terminal (see Fig. 2.9), from where
short pulses of high intensity usually can be extracted only at a low duty cycle of a few Hz
or even less.

The following ion sources are available:

• MUCIS - MUlti Cusp Ion Source

• MEVVA - MEtal Vapour Vacuum Arc ion source

• CHORDIS - Cold or HOt Reflex Discharge Ion Source

• VARIS - Vacuum ARc Ion Source

The southern terminal houses a Penning ion source (PIG - Penning Ion Gauge) applicable
for almost all elements at a high duty cycle with broad charge-state spectra. On the other
hand only low to medium currents are available from a Penning ion source. A recent and
complete summary of all ion sources in use at GSI and their performances can be found
in [6].

The LEBT (low energy beam transfer) delivers ions from the ion source terminals with a
sharp energy of about 2.2 AkeV (∆E/E≤ 1 × 10−4). Subsequently the ions are bunched
and accelerated inside the RFQ structure up to an end energy of 120 AkeV. The Super
Lens, a short RFQ working in bunching mode (φs = −90○), prepares the bunches for an
improved matching into the first IH structure. Inside the two IH structures the bunches are
accelerated up to an energy of about 1.4 AMeV, which corresponds to a normalised velocity
of β ≈ 0.055.
From there the bunches reach the first stripping section. The gas stripper which has been
installed in 1999 [26] and received an upgrade in 2006 [27] is a gas target, realised as
a stationary, supersonic, differential nitrogen gas jet. The pressure at the nozzle can be
adjusted from several bar down to 50 mbar, usually ranging around 4 bar. Interaction
of the beam with the gas target results in a broad charge state distribution depending
on ion species and stripper pressure. A typical charge spectrum for uranium is shown in
Fig. 2.10 at a nozzle pressure of about 2 bar. The stripping efficiency is about 12%, which
is the fraction of particles with a certain charge state after stripping (here 27+). Charge
separation and selection is accomplished by a chicane acting as dispersive section with fast
kicker dipoles and two horizontal actively cooled high-current slits. A technical drawing of
the cooled slits can be found in the Appendix, Fig. A.3.

Alvarez A1-A4. The final acceleration section of the UNILAC, the poststripper, is pro-
vided by the four Alvarez structures with design energies of 3.6, 5.9, 8.6 and 11.4 AMeV
and 10 single gap resonators for energies up to 17.7 AMeV (20Ne7+) and beam powers of
more than 1 MW. Injection into the SIS18 is usually performed at 11.4 AMeV at a higher
charge state stripped at the transfer channel (TK). An overview over the HSI design goal
parameters at uranium are given in Tab. 2.1. Those values have not been reached so far.
Furthermore, required values for SIS18, acting as a booster ring for the future fast-ramped
super-conducting synchrotron SIS100 of the FAIR project are listed on the right. Improve-
ment to the existing UNILAC facility by optimisations is a major task towards the future
FAIR project.



2.8— The UNILAC Facility 29

33+

32+

31+

30+

29+

28+ 27+ 26+

25+

24+

Magnetic Rigidity B ⋅ ρ (arb. u.)

R
el
at
iv
e
In
te
n
si
ty

0.0

0.2

0.4

0.6

0.8

1.0

Charge-State Spectrum (Stripping of 238U4+)

Fig. 2.10: Typical charge-state distribution of 238U after strip-
ping at an incoming energy of 1.4 AMeV and charge of 4+ [26].
The intensity has been normalised to the U27+ amplitude.

Tab. 2.1: Specified design parameters of the UNILAC HSI (design ion -
uranium 238) to deliver 4 × 1010 of 238U73+ ions within 100 µs to the SIS18 as
reported in [28].

HSI HSI Alvarez SIS18 FAIR

entrance exit entrance

Ion species 238U4+ 238U4+ 238U28+ 238U73+ 238U28+
El. current (mA) 16.5 15 12.5 4.6 15

Part./100 µs pulse 2.6 × 1012 2.3 × 1012 2.8 × 1011 4.2 × 1010 3.3 × 1011

Energy (AMeV) 2.2 × 10−3 1.4 1.4 11.4 11.4

∆E/E RMS n/a 4 × 10−3 1 × 10−2 2 × 10−3 2 × 10−3
εn,x (mm⋅mrad) 0.3 0.5 0.75 0.8 0.8

εn,y (mm⋅mrad) 0.3 0.5 0.75 2.5 2.5





Chapter 3

Experimental Setup

3.1 Principle of Measurement

Compared to available standard methods of measurement for the transverse degree of free-
dom, straightforward approaches for the longitudinal phase space of heavy ions do not exist.
The short range in matter, about 10 µm for heavy ions with an energy of 1.4 AMeV, must
be considered carefully in case of interceptive measurements. Also, the low velocity at the
location of measurement after the prestripper sections, limits the possibility to access the
longitudinal particle distribution by means of the electric field distribution, such as provided
by capacitive pick-ups [2].

This is obvious from Fig. 3.1 which depicts the free longitudinal and transverse electric
fields of a singly-charged particle at different velocities, neglecting the boundary condition
of the pick-up geometry. The field components for three exemplary normalised velocities
β are shown: 1.4 AMeV at location of measurement (stripper section), 11.4 AMeV at
the transfer channel and a β of 0.9 corresponding to a kinetic energy of about 1.2 AGeV.
Pronounced advanced and retarded tails are evident at lower velocities. Thus, the measured
longitudinal particle distribution would be smeared out by the convolution of the electric
field contribution and the long-range tails at the given velocity β ≈ 0.055. A typical pick-up
signal and the corresponding recorded bunch structure with the device investigated in this
work is depicted in [5]. It shows a measured bunch length of 0.7 ns (FWHM) which is
represented by a pick-up signal with an extension of about 10 ns.

At the first stripper section, where the measurement setup is located, particle distributions
have a typical arrival time distribution of 0.5 to 2 ns (RMS). Hence, a determination of the
bunch length or even detailed structures of the bunch is not possible by means of its electric

31
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field distribution. Other methods such as direct spectrometers [29] by a dispersive section
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Fig. 3.1: Free longitudinal and transverse electric fields of a singly-charged particle, de-
picted for different values of β. The measurement setup is located at a β ≈ 0.055 (Ekin ≈
1.4 AMeV), whereas the maximum velocity behind the Alvarez structure is β ≈ 0.156 (Ekin ≈
11.4 AMeV).

and vertical deflectors are large, expensive and must be considered already during the design
phase of an accelerator section. Moreover, this approach, as well as the method presented
in this work, requires a prepared collimated beam in front of the dispersive section. This is
usually provided by transversal and horizontal slit configurations after the first dipole.

A different approach to access the longitudinal phase space is investigated in this work.
The bunch ensemble is transferred into a single-particle measurement by which the momen-
tum/energy information is extracted via time-of-flight (TOF). Additionally, the relative
phase information is recorded by the arrival time with respect to a fixed RF master oscil-
lator reference. This allows, in principle, to reconstruct the longitudinal phase space by
histogramming the recorded single-particle events. As an alternative approach, a direct
calorimetric measurement based on a mono-crystalline diamond detector of high purity was
investigated.

3.1.1 Time-of-Flight Measurement

The design of the time-of-flight (TOF) measurement setup by Forck et al. [4,5] is based on
three essential components:

• Particle-number attenuation via Coulomb scattering into a small solid angle ω.

• Timing signal at MCP module (indirect measurement via secondary electrons).

• Timing signal at a poly-crystalline diamond detector after a drift of about 800 mm.

The essential components will be covered in the following sections.

A schematic representation of the TOF setup is depicted in Fig. 3.2. Incoming bunches,
entering the device at the bottom left, have been already pre-attenuated to several mi-
croamperes and undergo Coulomb scattering at a thin tantalum foil of 210 µg/cm2 thickness
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Fig. 3.2: Schematic TOF measurement setup. A simplified bunch distribution is depicted
at the lower left of the figure. It enters the attenuation section consisting of the tantalum foil
and the collimator as described in the text. The longitudinal phase space is reconstructed
from three timing signals by histogramming. The timing at the PC-diamond detector tdia

with respect to a fixed reference of the RF master oscillator trf is a measure of
the relative phase of the incident particle, whereas the momentum/energy information is
contained within the TOF between the timing at the MCP module tmcp and the PC-
diamond detector tdia separated by the distance ltof . Furthermore, the macro-pulse start
timing tmacro is recorded.

(about 126 nm) mounted behind an aperture with diameter 2 mm. Subsequently, under a
small solid angle ω of about 8×10−6 sr and at an angle θ of 2.5○ in the laboratory frame, ions
are stochastically selected and registered by the MCP and poly-crystalline diamond detec-
tors, thereby generating two timing signals. Choosing appropriate collimator dimensions,
i. e. a small scattering probability into ω, most of the bunches (micro pulses) scatter no or
only a single ion into the sensitive area following Poisson statistics. A negligible fraction of
bunches scatter two or more ions into ω as will be discussed in Sec. 3.4.5. This is a strict
requirement since the measurement relies on detector events which can be unambiguously
related to a single ion.

As for the first timing signal tmcp , it is important to generate the appropriate timing
pulse at a negligible amount of interaction with the measurement apparatus compared to
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the true energy spread of the actual ion distribution. Otherwise the measured distribution
is falsified. The idea is to provide the time reference by means of an indirect measurement
of secondary electrons registered with a microchannel plate (MCP). On passage of an ion,
liberated secondary electrons from a thin 10 µg/cm2 (about 37 nm) aluminium foil are
accelerated towards the MCP front by an electric field of about 1 kV/cm. A significant
gain of the net electron yield is provided by the cascading characteristic of the MCP at an
applied voltage of about 2 kV. The amplified stream of electrons is collected at a conical
anode (50 Ω geometry) at the backside of the MCP. From the acquired pulse the logic timing
is generated by a so-called double-threshold discriminator (see Sec. 4.1.1) and eventually
registered in a fast time-to-digital converter (TDC, see Sec. 4.1.3 for a detailed description).
When the TDC registers the timing pulse (NIM) it internally dumps the timing information
from a global clock and thus provides a fixed relationship between different input channels.

After the drift ltof(≈ 800 mm) a poly-crystalline diamond detector (thickness 185 µm) fully
stops the ion. The detector signal is processed by a two-stage amplifier while the logic
timing is again generated by a double-threshold discriminator. Finally, the timing signal is
registered by the TDC providing the second timing signal tdia . Furthermore, the timing
from the accelerating RF is recorded in equidistant, prescaled intervals of ten RF periods (≈
277 ns) to reduce the overhead of the regular data. This represents a fixed timing reference
which allows to reconstruct the RF timing reference trf for each single bunch (micro
pulse). Together with the arrival time of a particle at the diamond detector tdia the
longitudinal arrival time distribution is evaluated as a measure of the so-called longitudinal
bunch structure. To account for the macro-pulse start reference, a dedicated timing signal
is provided by a custom-made VME UNILAC timing module [30]. The reference timing of
the macro-pulse start tmacro allows to compare events between different macro pulses.
For example, it is possible to introduce time cuts and compare the phase space distribution
between the first and second half of the macro-pulse ensemble.

The longitudinal phase space is consequently reconstructed as a 2-dimensional histogram by
means of the single particle (i) event timing (tdia−trf)i, representing the phase information,
versus (tdia − tmcp)i which is a measure of the momentum information. Chapter 4 covers
the process in detail.

3.1.2 Direct Calorimetric Measurement

An alternative measurement to the time-of-flight approach has been investigated using a
diamond detector with calorimetric properties. Poly-crystalline diamond semiconductor
materials, as used in the TOF setup, cannot be used for direct energy measurements. Due
to their large fluctuations of pulse heights for fully stopped, monochromatic particles, they
are typically considered as timing detectors or within tracker geometries only. On the other
hand, new diamond detector materials of high purity and improved electrode treatment,
so-called mono-crystalline or single-crystalline diamonds, are able to provide a significantly
more stable and enhanced linear signal response with respect to the deposited energy. Hence,
this type of detector allows extraction of the energy information by calibration of the mere
pulse height or integral liberated charge. These materials are still subject to research and
undergo steady improvement [31].
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The mono-crystalline diamond detector mounted on a pneumatic feed-through is housed
in the same diagnostics chamber as the TOF setup introduced earlier. As the calorimetric
measurement also requires unambiguous single-particle events, the mechanism of particle-
number attenuation from the TOF approach is reused. Generated diamond pulses are
amplified, digitally sampled and recorded. At the same time, the RF reference acquired
from the master oscillator is sampled and recorded to provide a relative phase reference.
Hence, after measurement, the phase space is reconstructed by post-processing the dataset
consisting of an ensemble of digitised traces which are pairwise related. The procedure is
presented in detail and discussed in Chapter 4.

3.2 Experimental Site

3.2.1 UNILAC Stripper Section

The experimental setup is located inside the UNILAC stripper section. Figure 3.3 shows the
stripper section at the UNILAC which connects the HSI (left) and the Alvarez A1 structure
(right). The measurement setup can access the beam from the UNILAC High Current
Injector (HSI, see Sec. 2.8) and is located inside the dipole chicane upstream from the gas
stripper. Due to the length of the diagnostics chamber, a straight-through installation in
front or behind the chicane is not possible. Hence, no alternative location to the installation
inside the dispersive section is available. Also, the restricted space at the given accelerator
site imposes a limit on the practicable separation of the TOF detectors.
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Fig. 3.3: Stripper section (as of end of 2010) between IH structures and Alvarez DTL
tanks where the setup for longitudinal measurements is located. Apart from the charge
separator section the available modules are denoted as follows: Current Transformer (T),
Quadrupole Doublet (QD), Quadrupole Triplet (QT), Steerer Hor./Ver. (S), Profile Grid
(G), Beam Induced Fluorescence Monitor (BIF), Resonance Probe (R), Phase Probe (P),
Buncher (B).

A beam from the HSI enters the stripper section (see Fig. 3.3) and can be transversally
adjusted by two quadrupole doublets and two steerers until it reaches the gas stripper.
Depending on energy, pressure of gas jet nozzle and ion species, a characteristic charge
state spectrum results. An exemplary charge state distribution is shown in Fig. 2.10 for
238U. Subsequently, a dispersive dipole chicane, which is depicted in Fig. 3.4, spatially
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separates the charge states on the horizontal plane. Two high-current slits (US3DS4/5, [32])
allow to select the desired charge state. During usual delivery, the beam is deflected back
towards the LINAC beam axis by a −30○ dipole kicker magnet (US3MK2). Finally, dipole
kicker magnet US4MK3 guides the beam back on the axis of the tank structures. Until
the beam is eventually injected into the Alvarez A1 structure, the beam undergoes further
preparation. Apart from transversal focusing quadrupole doublet/triplets and two steerers,
longitudinal focusing is accomplished by two dedicated bunchers. A buncher, as explained
in Sec. 2.6.3, provides no net acceleration at a synchronous phase φ = −90○ with a maximum
possible acceptance and allows to minimise the phase extension by effectively rotating the
longitudinal phase space ellipse. One buncher is located right after the dipole chicane
and is driven by the 36.136 MHz of the prestripper section. Another buncher is placed
next to the entrance of the Alvarez structure, as can be seen from Fig. 3.3, and operates
at about 108.4 MHz. This is three times the prestripper frequency in accordance with
the Alvarez base frequency. The matching procedure from the prestripper section into
the Alvarez structure represents a delicate challenge. As described in Sec. 2.3, the six-
dimensional acceptance of the accelerator section under consideration determines the phase
space volume which is transported properly. Hence, to obtain high transmissions and, thus,
high efficiencies the six-dimensional phase space of an incoming beam must have a large
overlap with the accelerator acceptance. In case of Alvarez matching, the task is to find a
good configuration of the transversal focusing and the bunchers for an improved injection.
In particular, for a good choice of the bunching RF phase and RF voltage, the knowledge
of the longitudinal phase space is advantageous.

Gas Stripper

Kicker Magnet +15○ Kicker Magnets −15○/ + 15○

Kicker Magnet −30○
Horizontal (movable) Slits

Experiment

Longitudinal Beam Parameters

US2VK1

US3MK1

US3DS4

US3DS5

US4MK3

US3MK2

Buncher

36 MHz

1 m

Fig. 3.4: Detailed drawing of the dipole chicane at the stripper section between HSI and
Alvarez structure. The measurement setup is located the high-current slits US3DS4/5 on
the common beam axis. In case of a measurement the 30○ kicker magnet US3MK2 is not
in operation.
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The measurement setup is located behind the high-current slits inside the chicane as de-
picted in Fig. 3.4. During measurement, the dipole magnet US3MK2 is not in operation.
In high current mode it is of major interest to keep the space charge unmodified as long
as possible. Otherwise, the measured phase-space distribution would not reflect well the
situation of normal operation. Therefore, two possibilities are available to attenuate a beam
of several milliamperes to only several microamperes:

• Selection of a charge state far from the equilibrium charge state.

• Use of a very narrow slit setup through which only a small fraction of the beam passes.

The method of attenuation strongly depends on the beam parameters. While it is sometimes
helpful to select a different charge state and geometrically shadow certain fractions of the
beam via the high-current slits, the charge state which is used in ordinary beam operation
is favourable for consistency.

3.2.2 Diagnostics Chamber

The diagnostics chamber houses the dedicated modules required for the experiment, i. e.
the collimator which is responsible for particle-number attenuation and detectors of vari-
ous kind. Designed by Forck et al., the chamber in TOF configuration has been already
extensively in use during commissioning of the revised UNILAC pre-stripper section (see

ltof ≈ 801 mm

←Ð IH1/2, Gas Stripper Alvarez A1 Ð→
Fig. 3.5: Photograph of the experimental setup including: Current transformer (beam cur-
rent) , first collimator aperture including the tantalum foil , second collimator aperture

, MCP module including the aluminium foil , mono-crystalline diamond detector inves-
tigated as a direct calorimetric method , poly-crystalline diamond detector used in TOF
measurement delivers second timing signal , Faraday Cup beam-current measurement .
For a detailed technical drawing see Fig. 3.6.
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Sec. 2.8). Figure 3.5 shows a recent photograph of the measurement setup. All crucial
modules are labeled and explained accordingly in the following sections of this chapter.
The corresponding technical drawing (top view) of the diagnostics chamber in Fig. 3.6 pre-
serves the numbering scheme given in Fig. 3.5. A pre-attenuated beam enters on the left
where the macro-pulse current (see Sec. 2.1) can be recorded with the current transformer
US3DT6 [33], labeled with . Knowing the incoming beam current is important to prevent
the primary foil from melting. Pneumatic feed-throughs carry the tantalum foil and aper-
tures, labeled with and , which constitutes the collimator configuration responsible for
particle number attenuation. The MCP module follows closely the exit of the collimator
as depicted in Fig. 3.6 (for a detailed technical view see Appendix, Fig. A.1). After the drift
ltof of about 800 mm with respect to the MCP aluminium foil, the poly-crystalline diamond
detector is installed. In between the aforementioned TOF detectors, a mono-crystalline
diamond detector has been installed. All detectors are mounted on a pneumatic feed-
through. Depending on the measurement method, i. e. TOF or direct calorimetric, either
the MCP together with the poly-crystalline diamond detector or the mono-crystalline dia-
mond detector are exposed to the scattered beam particles. Finally, a Faraday cup can
be used as a complimentary measurement for adjustment of the beam current (macro-pulse
current) before collimator and detectors are exposed to the beam.

Current Transformer

First Collimator Aperture with Tantalum Foil 210 µg/cm2 (US3DM1KP)

US3DT6

US3DC6

Faraday Cup

(US3DM2KP)

Second Collimator Aperture

MCP Module with Aluminium Foil 10 µg/cm2 (TOF)

(US3DM1MP)

Mono-Crystalline Diamond (Calorimetric Measurement)

(US3DM1DP)

Poly-Crystalline Diamond (TOF)

(US3DM2DP)

1 m

Beam

Fig. 3.6: Schematic measurement setup in detail (top view). The numbering scheme of the
components matches the one present in Fig. 3.5.
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3.3 Particle Detectors

3.3.1 Microchannel-Plate Module

The first timing of the time-of-flight (TOF) measurement is generated using a so-called
microchannel plate (MCP), sometimes also referred to as multi-channel plate. Since the
TOF requires two timing references at a well defined separation, it is obvious that the
beam-device interaction at the evaluation of the first time reference must be sufficiently
low, in order to preserve the phase space information of the original beam. Otherwise the
TOF is falsified as the measured phase space would have been significantly altered.

Manufacturing and Properties. An MCP consists of a parallel assembly of very thin tubes
(typically about 10 µm diameter), usually made of lead glass and biased by a certain angle
with respect to the front normal (typically about 10○). The fabrication process is derived
from fiber glass production. Lead glass fibres with an etchable core are drawn-out and
assembled in a hexagonal configuration. Those packets of fibres are drawn-out again and
put together in an iterative procedure until the targeted channel size and the diameter of
the MCP are met. Slices are cut from the final packet, taking care of the bias angle. The
core is removed in an etching process which reveals the single channels. Subsequently, the
channel surface is treated with a semiconductor material, while evaporated metallic layers
on both sides of the MCP serve as electric contact. As a result of the high-ohmic coating
of the channel walls, the electric resistance between the electrodes on front and back side
typically ranges from 10-100 MΩ. The electrode layer reaches into the channels, in such a
way that the special diffused junction allows fast charge recovery after ignition to minimise
the dead time per channel while the high-ohmic surface is maintained.

Working Principle. The single channels of MCPs can be compared to photo multipliers but
with a cylindric continuous-dynode geometry. In contrast to separate dynodes, connected
by a voltage divider circuit, the high-ohmic surface represents a continuous resistor chain
which allows to sustain the high field gradient at a very small leakage current as described
by Wiza [34]. In principle, MCPs are sensitive to all kinds of ionising primary irradiation,
such as electrons, heavy ions and electro-magnetic radiation.

Figure 3.7 schematically depicts the working principle, taking electrons as primary parti-
cles. The liberated secondary electrons are accelerated by the electric field inside the MCP
channels and follow parabolic lines, while the voltage applied per MCP is typically about
1 kV. The electrons again collide with the channel wall and knock out further electrons,
starting a cascade of generated electrons. This eventually ends in an intense electron shower
emitted at the back of the MCP. If the MCP output is extracted with an anode, the pulse-
height distribution (PHD) typically follows a negative exponential at lower gains, while it
approaches a Gaussian distribution for high gains near saturation [35]. Saturation occurs
at very high space-charge densities near the channel exit when liberated electrons cannot
gain any kinetic energy. Also, at high gains the probability of ionising residual gas atoms is
enhanced. The positively charged gas atoms in the vicinity of the channel are accelerated
in the reverse direction. When the ion eventually hits the channel wall unwanted retarded
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Fig. 3.7: Electrons of sufficient kinetic energy will knock out several
secondary electrons when they enter the thin channels of the MCP.
The voltage applied to the MCP accelerates the liberated electrons
which in turn knock out secondary electrons as well. Finally an
electron shower is generated with a minimum gain of 106.

pulses occur. This effect is called ion-feedback and can lead to significant damage to the
MCP at insufficient vacuum pressures. Therefore, MCPs must not be operated above a
certain vacuum level, typically 10−4 Pa. It is worth noting that the performance character-
istics of an MCP only depend on the fraction l/d, i.e. the effective channel length l and the
channel diameter d in good approximation [34]. The longer the channels and the smaller
their diameter the more collisions on the channel occur for a given MCP. On the other
hand, the number of collisions decreases with increasing voltage applied and the number
of liberated electrons per hit increases. When it comes to the response time which limits
the time resolution, short channels with small diameters are favourable as they decrease
the path length and allow for MCP configurations with rise times below 500 ps. At the
same time, the time jitter is damped and a faster recovery time results from the increased
channel density [35].

Application Area. MCPs are used for different purposes, originally targeted as image
intensifier for night vision devices. In beam diagnostics, several devices feature an MCP of
large diameter working as a preamplifier of spatial intensity distributions, where the primary
particles are usually either photons or electrons [36]. While MCPs are sufficiently sensitive
to photons within the ultraviolet and soft X-ray domain, visible light usually requires an
additional photocathode as a first stage. The two-dimensional spatial density profile of
generated electrons are mapped to the optical region by phosphor screens of various kinds.
A combination of optical filters and cameras finally provide the raw data information. In
the special geometry used in this work only the time resolution is of importance.

MCP Specifics (Hamamatsu F4655-13). The MCP used in the TOF setup is a commer-
cially available compound module by Hamamatsu Photonics K.K. and has been specifically
designed for TOF measurements with high timing requirements in the sub-nanosecond
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Fig. 3.8: MCP module (Hamamatsu F4655-13) used in the TOF setup. Technical drawings
and the picture were taken from the corresponding specification sheet [37]. Courtesy of
Hamamatsu Photonics Deutschland GmbH.

regime. Figure 3.8 shows the technical drawings and a photo of the module. The MCP
features an effective circular area of 1.65 cm2, a thickness l of 0.41 mm, a small channel
diameter d of 4 µm (l/d ≈100) and an electrical resistivity of about 50 MΩ each. Per MCP
a maximum voltage of 1 kV must not be exceeded. Two identical MCPs are stacked in
a so-called chevron configuration, i. e. the orientation of the channels of both MCP are
aligned against each other to form a “\/-shape” as denoted in Fig. 3.7. Together with the
channel bias angle of 12○, the chevron configuration damps the occurrence of ion feedback
while delivering an enhanced gain at the same time. In case of the module at hand the gain
ranges between 106 to 107. On the other hand, the unavoidable gap between the MCPs
in the chevron configuration gives rise to a broad pulse-height distribution. This is a di-
rect cause of the lateral spread of the electron stream between the two MCP stages and
activates several channels at the second MCP stage. Apart from the number of activated
channels and their input intensity, this process results in a fluctuating final intensity as not
all of those channels are driven into saturation. The MCP configuration at hand is specified
with a PHD of 120% (FWHM with respect to the distribution maximum) [38]. As only
the timing information is of interest, a conical anode is installed behind the MCP chevron
configuration. The anode signal is extracted from a BNC connector (50 Ω geometry) and is
immediately adapted to SMA connections and cabling of high bandwidth. The specification
of the MCP promises rise times of less than 300 ps at fall times of less than 600 ps and
pulse-length of 455 ps (FWHM) [37].

Construction and Electric Layout. As mentioned earlier, the generation of the first time
reference, during the TOF measurement, is an indirect measurement. Liberated secondary
electrons from a thin aluminium foil are accelerated in an homogeneous electric field and
amplified by a fast MCP (Hamamatsu F4655-13). The electric field between aluminium
foil and MCP which accelerates the electrons towards the MCP front is supported by three
metallic guide rings and an appropriate voltage divider circuit to guarantee a homogeneous
field distribution. All components, the foil, guide rings, voltage divider circuit and MCP,
are mounted inside a PEEK construction on a pneumatic feed-through. A corresponding
simulation of the field distribution [39] is given in the Appendix, Fig. A.2. The simula-
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tion illustrates a good homogeneity inside the guide ring section and only minor non-axial
deviations near the foil area. Particles cross the foil at an angle of 46.5○ with respect to
the foil normal. A copper housing which is connected to ground prevents accumulation of
charges and, consequently, discharges that may destroy the MCP. The electric schematics
of the MCP setup is depicted in Fig. 3.9. In this typical configuration the aluminum foil is

Bias Tee

Microchannel Plate (Chevron Type)

Anode

Front Back

−150 V

Al foil 10 µg/cm2

≈ −4 kV ≈ −2 kV

MCP Module
(see Fig. 3.8)

Guide Rings

42.5○

Output

Path of
Ions

50 Ω

Signal

Fig. 3.9: Electric layout of the MCP compound module.

biased by -2 kV with respect to the MCP front. The anode signal is collected with a bias
tee connected to ground without further amplification. Pulses are converted to logic timing
pulses and registered in the TDC electronics.

3.3.2 Poly-Crystalline Diamond Detector

After particles have passed the aluminium foil of the MCP module, the second timing in the
TOF setup is generated in a so-called poly-crystalline (PC) diamond detector. The diamond
semiconducting material has a band gap of 5.47 eV, which allows the detector to be used
at room temperature without cooling. It is sensitive to any kinds of ionising radiation
providing enough energy to produce energy-hole pairs (average energy of 13.1 eV). As a
drawback, this relatively high energy results in small signal amplitudes compared to other
semiconductor materials. Despite the broad pulse-height distribution for monochromatic
particles, the high mobility of free charges provides fast, short pulses with a uniform rise
time. While this does not allow for a direct calorimetric measurement of the deposited
energy, it provides excellent timing properties with rise times below 300 ps and a pulse
width of about 1 ns which allows for count rates of more than 108 ions per second [40].
According to E. Berdermann et al. [40] the reason for the poor pulse-height resolution
lies in the granular texture of PC-diamonds. The charge-collection efficiency (CCE) is
significantly enhanced inside the region of big grains. Hence, major fluctuations of the total
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collected charge result from the inhomogeneity of the poly-crystalline structure. On average
the CCE for PC-diamond material is less than 60%. Typically, PC-diamond detectors are
used as trackers for high energy particles where the deposited energy ∆E is much smaller
than the average particle energy ⟨E⟩. In this work particle distributions are studied with a
maximum energy of 1.4 AMeV. Hence, due to the short range in matter of about 10 µm,
the total energy is deposited in the diamond material close to the surface. Significant
degradation of the pulse-height distribution and leakage current has not been observed for
5 × 1010 ions/cm2 traversing uranium ions with a high energy of 1 AGeV [41] as reported
in [40] (both Berdermann et al.). The same authors report on test runs with carbon ions
of 5.9 AMeV which are fully stopped within a thin layer around a depth of 57 µm [40].
There, at high fluences, the pulse-height resolution even improved by a factor of 5 between
irradiation with 108 ions/cm2 and 1010 ions/cm2 (priming). Disadvantageous irradiation
effects are not expected in the current work due to the minimal amount of implanted
particles. The diamond detectors are only exposed to the attenuated single-particle beam.
A measurement typically comprises about 104 events.

Fig. 3.10: Poly-crystalline diamond detec-
tor module used in the TOF measurement to
provide the stop timing signal. Particles are
fully stopped inside the diamond material of
185 µm thickness.

Bias Tee

+150 V

CVD Diamond (185 µm)

Output

Poly-Crystalline

Amp.

Discriminator

Ions

Fig. 3.11: Electrical interface to the
poly-crystalline diamond detector. Ex-
tracted signals are amplified and con-
verted to logic timing.

The semiconducting diamond material, with a large band gap of 5.47 eV, is synthesised
in a process called chemical vapour deposition (CVD) which is suited for the fabrication
of thin films. Especially the challenge to synthesise improved single-crystalline structures
of high-purity is still ongoing research. The detector used in the TOF configuration has
been assembled by the GSI detector laboratory and features a thickness of 185 µm. An
identical detector module is depicted in Fig. 3.10. The golden, circular electrode has a
diameter of 8 mm and marks the sensitive diamond area. Figure 3.11 shows the schematic
electrical interface. The detector voltage is applied using a bias tee which allows extraction
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of the signals at the same time. Subsequently, a 50 Ω low noise two-stage amplifier chain
is attached with a Mini-Circuits ZFL-1000LN (100 kHz - 1 GHz, 20 dB typ.) and a Mini-
Circuits ZFL-1000VH2 (10 MHz - 1 GHz, 28 dB typ.) as final stage.

3.3.3 Mono-Crystalline Diamond Detector

Apart from the time-of-flight measurement, based on an MCP module and a poly-crystalline
CVD diamond detector, a direct calorimetric detector, as a variation of the measurement
setup, has been implemented. With the advancement of the CVD process over the last
decade, which allows to produce synthetic mono-crystalline diamond materials of high pu-
rity, calorimetric measurements using diamond detectors became possible. Mono-crystalline
CVD diamonds (sometimes also referred to as single-crystal diamonds) feature an enhanced
carrier mobility (J. Isberg et al. [42]) and, thus, very fast response times shorter than the
typical rise times of PC-diamond detectors. Of course, this may be limited by the DAQ
electronics and the time constant given by the capacity of the detector and the impedance
of the readout chain of 50 Ω. At typical detector capacities of 3-5 pF, a time constant of
150-250 ps marks the lower limit of the measured rise time. Although the conversion factor
for electron-hole creation of 13.1 eV is high compared to other semiconductor detector ma-
terials, and thus results in relatively small signal amplitudes, readout noise is very low. This
is a direct result of the extremely low leakage current at room temperature. New electrode
techniques come with steady damping of the leakage current at high electric fields. The
so-called diamond-like carbon (DLC) fabrication process of the electrical contact, gives rise
to leakage currents of less than 0.5 pA at electric field strengths of 2 V/µm [43]. Further-
more, compared to PC-diamond detectors, the mono-crystalline diamond structure is able
to provide a charge collection efficiency up to 100% for low electric fields. This significantly
improves the pulse-height resolution and allows for direct calorimetric measurements to
some extent. For the detector model in use, an energy resolution of about 1% for α parti-
cles (5.5 MeV) is claimed by the manufacturer [43]. Ongoing efforts target improvements
of the CVD process to produce mono-crystalline diamond materials of higher purity which
further reduces polarisation due to charge trapping.

The mono-crystalline diamond has been installed behind the collimator setup on a pneu-
matic feed-trough. A photo of the module by Diamond Detector LTD is depicted in Fig. 3.12
together with the corresponding plain data of specification sheet. The electrical interface is
similar to the one used at the PC-diamond, see Fig. 3.11. At a thickness of 100 µm a pos-
itive bias of 100 V is used throughout the experiments. According to Pomorski et al. [44]
a negative bias leads to electron trapping. The polarisation of the detector results in a
reduced resistivity and, hence, may lead to breakdowns, rendering the detector unusable.
Additionally, the lower drift velocity of electrons, compared to electron holes (at positive
bias), produces pulse shapes of inferior quality. Together with the advantage of a positive
bias voltage, an electric field of 1 V/µm has been used to avoid spontaneous breakdowns
for electric fields above 1.4 V/µm observed by Pomorski et al. [44]. While the heavy ion
radiation hardness of mono-crystalline diamonds is considered to be very good [45], this is
not a strict requirement in the setup at hand. The detector is only exposed to the beam in
conjunction with the collimator setup and, thus, is only irradiated by a very small number
of ions. A single measurement typically comprises in the order of 104 events only.
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Diamond Detector LTD 09-003

• Thickness 100 µm

• Active diamond area 4.5 × 4.5 mm2

• Circular electrode of 4.4 mm2 diameter

• Electrode configuration:
3 nm DLC, 16 nm Pt, 200 nm Au

• Energy resolution about 1% for α particles

• Leakage current < 0.1 nA

Fig. 3.12: Mono-crystalline diamond detector used for the direct calorimetric measurement
and the specification as provided by the manufacturer Diamond Detectors LTD.

3.4 Single-Particle Detection via Coulomb Scattering

This section covers the particle-number attenuation mechanism which allows single-particle
detection and is partly based on ideas by P. Forck and P. Strehl [46].

Reconstructing the full longitudinal phase space by histogramming single-particle events
requires unambiguous detection signals as a prerequisite. Strictly speaking, an unambigu-
ous event means only one particle event occurs per bunch (micro pulse) at most. As we
will see in Sec. 3.4.5, the probability to have a certain number of particles inside a bunch
(micro pulse) follows a Poissonian distribution. Therefore, it is not possible to perfectly rule
out multiple particles being scattered into the collimator acceptance during a single bunch.
Still, a significant suppression of multi particles is possible as described in Sec. 3.4.5. As
the typical bunch lengths range between 1-3 ns (RMS) and detector pulses have character-
istic widths larger than 1 ns, a large fraction of the multiple-particle events would end in
disadvantageous pile-up configurations. Pile-up signals lead to distorted pulse-shapes and,
thus, to an increased time jitter.

The pre-attenuated beam of several µA contains about nτ ≈ 109 ions per macro pulse,
depending on charge state q and macro pulse length τ

nτ = I

q e
τ, (3.1)

with typical parameters I = 25 µA, τ = 200 µs and q ≈ (10− 30). Taking theses value for an
exemplary Ar10+ beam, a total number nτ of 3.1 × 109 ions are contained in macro pulse.
Hence, within a bunch, nb ≈ 4.3 × 105 ions are delivered on average.

An additional mechanism is therefore required to have a suitable environment for single-
particle detection within the drift space between the MCP and the diamond detector. At
the device entrance a collimator setup (see Fig. 3.2 and Fig. A.1) houses a thin tantalum
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foil of κ = 210 µg/cm2, tilted by an angle of 1.25○ with respect to the incoming beam axis. It
is accompanied by two apertures with diameters of 0.5 mm and a distance of 160 mm. The
already attenuated beam traverses the Ta foil and undergoes Coulomb scattering. Scattered
particles are selected at an angle of θ = 2.5○ with a resulting solid angle of ω = 7.7× 10−6 sr,
given by the geometry of the collimator setup1. Thus, only a small fraction of the particles
of the incoming beam scatters into the TOF section. The goal of the following sections
is to calculate an estimation of the attenuation achieved using the classical Rutherford
scattering cross-section in non-relativistic limit (β ≈ 5.5%). Additionally, a complementary
SRIM simulation has been performed and both results are compared for consistency.

3.4.1 Probability for Scattering into Solid Angle {θ, ω}

In general, at a given process p with the related cross-section σp, the reaction rate jp ⋅A is
given by

jpA = j nAdf σp, (3.2)

where j denotes the incoming particle flux, n denotes the target atomic density, while A is
the geometric area affected by the incoming beam [47] and df the thickness of the target.
Consequently, the probability for a particle to undergo process p is given by

Pσp = ndf σp = κ (NA

At

mole

gram
) σp with At : mass number of the target. (3.3)

To determine the relevant cross-section σ for particles passing the collimator, the differential
Rutherford scattering cross-section is a good starting point

dσlab
dω
(θ) = ( e2

4πǫ0
)2 ( ZpZt

4mpv2
)2 1

sin4(θ/2) with
e2

4πǫ0
= αh̵c ≈ 197

137
MeV fm . (3.4)

Transformation into the centre of mass frame allows straight forward incorporation of the
finite mass of the scatterer by introduction of the reduced mass Ared ⋅mu

dσcms

dΩ
(Θ) = (αh̵c)2 ( ZpZt

Aredmuc2
)2 1

β4 sin4(Θ/2) with Ared = ApAt

Ap +At

. (3.5)

The finite cross-section σ for particles scattered into the solid angle ω and scattering angle
θ in the laboratory frame is received by back transformation {Θ,dΩ}cms ↔ {θ,dω}lab from
the centre of mass frame [48] using

dΩ

dω
= sin3Θ

sin3 θ
(1 + Ap

At

cos Θ)−1 and tan θ = sin Θ
Ap

At
+ cos Θ

. (3.6)

Figure 3.13 shows the transformation of the scattering angle from centre-of-mass to labora-
tory frame for different projectiles, assuming a tantalum target. It should be noted that for

1Lower case letters ω and θ refer to the laboratory frame, while upper case letters Ω and Θ refer to the
centre-of-mass frame.
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Fig. 3.13: Transformations of projectile scat-
tering angle from centre-of-mass to labora-
tory frame for different projectile masses and
a Ta target.

40Ar

d
Ω

d
ω

14N

0 125100 150 17525 50 75

181Ta

Θcms (deg)

238U

0

10

15

20

25

30

5
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projectiles with Ap > At, as is the case for an uranium ion impinging on the tantalum foil,
small angles occur in pairs. These angles are connected to peripheral collisions with minor
impact on the projectile, but also head-on collisions with a major energy transfer to the
target. The latter is of minor relevance since the diamond detector electronics together with
the discriminator settings adjusted for the 1.4 AMeV particles will not register those low-
energy events. The transformation of the differential solid angles between centre-of-mass Ω
and laboratory system ω is plotted in Fig. 3.14. This allows to calculate the cross-section
in the laboratory system σlab, since

σlab(θ, ω) = dσcms

dΩ

dΩ

dω
ω . (3.7)

Together with Eq. (3.3) the probability for a particle to be scattered into {θ, ω} is finally
calculated to be

Psc(θ, ω) = κ (NA

At

mole

gram
) σlab (θ, ω) = κ (NA

At

mole

gram
) dσcms

dΩ

dΩ

dω
ω . (3.8)

As Fig. 3.15 shows, the probabilities magnitude is about 1.6 × 10−5 ± 30% and differs only
by a factor of less than two between nitrogen with Psc(θ = 2.5○, ω = 7.7 × 10−6) ≈ 2.1 × 10−5
and uranium with Psc(θ = 2.5○, ω = 7.7 × 10−6) ≈ 1.2 × 10−5.

3.4.2 Energy Transfer to Target Nucleus

In the picture of classical Rutherford scattering, momentum is only transfered from the
projectile to the target nucleus at rest. After elastic collision, i. e. the kinetic energy of the
projectile and target nucleus are the only degrees of freedom, the energy of the projectile
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Fig. 3.15: Dependence on angle {Θ, θ} for the fraction of particles scattered into a solid
angle ω ≈ 7.7 × 10−6 sr given in centre of mass (left) and laboratory frame (right). The
dashed vertical line marks the angle θ = 2.5○ between the beam axis and the collimator
setup housing the tantalum foil.

in the centre-of-mass frame is given by

E(Θ;Ap,At) = E0 {1 − 4 sin2 (Θ/2) Ared

Ap +At

} (3.9)

according to energy and momentum conservation. For the laboratory frame, Fig. 3.16 shows
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Fig. 3.16: Energy transferred to the target nucleus
by the projectile given as fraction of the initial energy.

the transferred energy to the target, whereas the vertical, dashed line marks the angle of
the collimator axis with respect to the incoming beam. The energy transfer to the target
nucleus is below 0.3% for all projectiles up to uranium. While a mean shift of energy is not
a major issue for the determination of the phase-space distribution, the energy spread due
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to the finite solid angle has to be small. Both contributions will be discussed in Chapter 7.

3.4.3 Complementary SRIM Calculation

Apart from the analytical estimation of the attenuation factor Psc(θ, ω) (Eq. (3.8)), a SRIM
simulation has been carried out for consistency. SRIM is a commonly used semi-empirical
approach to simulate the kinematics of ions in matter [49]. In contrast to the considerations
in Sec. 3.4 the effect of the electronic configuration of the target is taken into account. A
large pool of experimental data of stopping powers for projectile-target combinations and
energies is used by the authors to continuously improve the semi-empirical Monte-Carlo
simulation in addition to new theoretical understandings. SRIM only takes geometries of
parallel, layered target materials with customisable thickness into account and further allows
to specify the incident angle of the monochromatic, unidirectional projectiles. Since the
output data contains the directional cosine information, it is possible to take the collimator
acceptance {θ, ω} into account.
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Fig. 3.17: Particle attenuation for N, Ar,
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Fig. 3.18: Energy transfer for peripheral
collisions using SRIM. Contributions from
electronic stopping have been subtracted to
be comparable to Fig. 3.16.

Simulation runs have been performed with typical projectiles (14N,40Ar,181Ta,238U) at a
monochromatic kinetic particle energy of 1.4 AMeV. The unidirectional stream of particles
with no lateral extension enters the tantalum foil of 210 µg/cm2 under an angle of 1.25○.
Subsequently, only particles are considered which have been scattered into the collimator
acceptance. Emission point angles θ from the foil to the collimator are sampled from 0○
to 3.7○ at a constant solid angle ω = 7.7 × 10−6. Obviously, due to the low probability for
a particle to pass the collimator, a large number of about 107 initial particles is required.
In Fig. 3.17 the fraction of particles scattered into solid angle ω is plotted for different
angles of the collimator setup (corresponding to Fig. 3.15). The dashed vertical line marks
the actual experimental configuration of 2.5○. For comparison, the values at θlab = 2.5○
are listed in Tab. 3.1 together with the those calculated in Sec. 3.4.1 showing a very good
agreement within 10%. Additionally, the momentum transfer to the target nucleus is shown
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in Fig. 3.18, by means of the transferred energy. To account for the momentum transfer,
the collisional straggling contribution at 0○ has been subtracted as a constant offset from
the data. Hence, it can be compared to the values calculated from Eq. 3.9 and Fig. 3.16.
The corresponding values are listed in Tab. 3.1 and also show a very good agreement within
the statistical error of the SRIM data.

Tab. 3.1: Comparison of attenuation numbers derived from classical Coulomb scatter-
ing and via the SRIM Monte-Carlo suite. The transferred energy computed by SRIM is
corrected by the straggling offset at 0○ for comparison.

Proj. → Ta Foil (210 µg/cm2) 14N 40Ar 181Ta 238U

Attenuation factor
2.07 × 10−5 1.67 × 10−5 1.34 × 10−5 1.24 × 10−5

via classical Coulomb scattering

Attenuation factor via SRIM 2.23 × 10−5 1.75 × 10−5 1.46 × 10−5 1.34 × 10−5
Statistical uncertainty (%) 1.5 × 10−6 1.4 × 10−6 1.2 × 10−6 1.1 × 10−6

Energy transfer (%)
0.015 0.042 0.19 0.25

via classical Coulomb scattering

Energy transfer (%) via SRIM 0.024 0.046 0.19 0.24

Statistical uncertainty (%) 8.5 × 10−3 9.0 × 10−3 1.1 × 10−2 1.0 × 10−2

Results of the SRIM Monte-Carlo simulation support the analytical calculations using the
classical Rutherford cross-section, which includes the probability for ions to scatter in solid
angle ω and the momentum transfer to the target nucleus. In general, an attenuation factor
for this setup is in the order of 1.5 × 10−5.

3.4.4 Estimate of Total Attenuation Factor

With Eq. (3.8) we now have an estimate Psc(θ, ω) on the fraction of particles being effectively
detected based on the incoming flux j. What has not been accounted for so far is the effect
of the first aperture on the particle attenuation. Figure 3.19 (left) shows a typical transverse
density distribution (in approximation of a Gaussian distribution) of an argon beam with
the dimension of the aperture as a relatively small, black disk compared to the beam
extension. On the right of Fig. 3.19 the projections onto the transversal axes are plotted.
Since the beam widths in horizontal and vertical σx and σy fulfill the condition σx ≫ ra and
σy ≫ ra, the maximum fraction that transits the aperture Pap(ra ;σx, σy) can be calculated
approximately by

Pap(ra ;σx, σy) ≈ 1

2πσxσy
e
− 1

2
{(x=0

σx
)2+( y=0

σy
)2}´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=1
⋅π r2a = r2a

2σxσy
≈ 7.7 × 10−4. (3.10)
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Fig. 3.19: Typical transverse particle density distribution ρt (x, y) in Gaussian model space
(normalised) during measurements (left) with σx ≈ 3.5 mm and σy ≈ 11.5 mm. The black
dot in the centre shows the dimension of the first aperture of ra = 0.25 mm with respect to
the transverse beam extension. Within the black ellipse with semi-axes {σx, σy} ≈ 39% of
all particles are located. A projection onto both axes with a simplified shadowed cut of the
aperture is shown on the right figure.

Together with Psc(θ, ω) the estimated effective attenuation factor

Peff(θ, ω, ra ;σx, σy) = Psc(θ, ω) ⋅ Pap(ra ;σx, σy) (3.11)

is on the order of 10−8. Consequently, the estimated mean rate of particles λb (bunch−1)
entering the experiment setup is given by

λb = Peff(θ, ω, ra ;σx, σy) ⋅ nτ ⋅
τ

Trf

, (3.12)

with τ being the macro pulse length, nτ the number of ions per macro pulse and Trf the
period length of the UNILAC prestripper RF of about 36.136 MHz as given in Tab. 3.2.

Tab. 3.2: Mean event rate per bunch λb registered at typical parameters; number
of particles inside macro pulse nτ , mean scattering angle θ, solid angle ω, radius
of the first aperture ra, transversal horizontal and vertical spreads σx and σy,
macro-pulse length τ and RF period length Trf .

λb nτ θ ω ra σx σy τ Trf

(per bunch) (○) (sr) (mm) (mm) (mm) (µs) (ns)
1.4 × 10−3 109 2.5 7.7 × 10−6 0.25 3.5 11.5 200 27.7
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3.4.5 Poisson Process

From a statistic point of view, very low probabilities Peff ≪ 1, for a particle to be scat-
tered into solid-angle acceptance ω of the collimator, mean that the particle attenuation is
described by a Poissonian process, which is characterised by its mean value λb only

2. Here,
the Poisson distribution

Pλb
(k) = λk

b

k!
e−λb (3.13)

delivers the probability to measure k particles of a certain bunch at a mean rate of λb

measured particles per bunch. The probability distribution is plotted in Fig. 3.20 with the
mean event rate per bunch of λb ≈ 1.4 × 10−3 (see Tab. 3.2). Since λb is very small on the
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Fig. 3.20: Poisson probability for k events to
occur inside a single bunch at an expectation
value of λb = 1.4 × 10−3.
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Fig. 3.21: Distribution of intervals between
adjacent events. The most probable situa-
tion is that the next event occurs in the same
bunch.

bunch time-scale, the most probable situation is that no event occurs at a certain bunch.
While the probability for no event to occur during bunch delivery Pλb

(0) is about 1 (0.9986),
it is significantly suppressed for a single event to occur Pλb

(1), which is 1.398 × 10−3 (≈ λb,
since λb ≪ 1). Measuring exactly two events is suppressed by more than three orders of
magnitude as Pλb

(1) ≈ 1 × 10−6.
Moreover, the interval distribution of adjacent events

I(t;λb) = λb e
−λb t (3.14)

as described in [50], is shown in Fig. 3.21. The distribution is normalised,

∞
∫
0

dt I(t;λb) = 1 , (3.15)

2Subscript “b” highlights the reference period of occurrence which is a bunch (micro pulse) here.



3.4— Single-Particle Detection via Coulomb Scattering 53

and the fraction of multiple events per bunch Pme
λb

can therefore be estimated by

Pme
λb
= 1

∫
0

dt I(t;λb) = ∞∑
k=2Pλb

(k) . (3.16)

Since the rate of scattered particles is very small on the bunch time scale, Eq. (3.16) is
approximately given by

Pme
λb
= ∞∑

k=2Pλb
(k) = 1 − 1∑

k=0Pλb
(k) ≈ 1 − Pλb

(0) (3.17)

using the fact that Pλb
(0)/Pλb

(1) = λb ≪ 1. Further simplification gives

Pme
λb
≈ 1 − λ0

b

0!
e−λd

λb≪1≈ 1 − (1 − λb) = λb. (3.18)

Taking into account that at a given attenuation ratio it is not possible to completely avoid
multiple hits, with a probability Pme

λb
< 2 × 10−3 for multiple particles entering the TOF

section within a certain bunch, we can safely neglected them in the present configuration.

Thus it is shown that in the present TOF setup multiple hits do not significantly contaminate
the data.





Chapter 4

Data Acquisition and Data Analysis

The following chapter describes the signal handling downstream the detectors of the TOF
setup and the direct calorimetric approach. After the data acquisition has been introduced,
the full post-processing chain of the raw data is described. This includes the reconstruction
of the phase space and further treatment of the data.

4.1 Time-of-Flight Setup

4.1.1 Double-Threshold Discriminator

Before detector signals can be reasonably registered at the TDC module, the pulse signals
must carefully be processed by discriminators. As outlined in Sec. 3.1.1, signals from the
MCP detector and poly-crystalline diamond detector reflect an event at two ends of a drift
section of known separation. This TOF relies on the precise timing information when the
particle has crossed the reference points. Therefore, the pulse shapes of nanosecond duration
have to be associated with a logic timing signal. On the technical side, the generation of the
logic timing is done by so-called discriminators. Discriminators are available with different
working principles. For signals of identical shape, a so-called leading edge discriminator is
sufficient. It generates the timing signal from a tunable threshold value which determines
the logical timing once the detector signal crosses the threshold value. As long as the rise
time is smaller than the required time resolution, a leading edge discriminator is generally
well suited for the task. Otherwise, for high timing requirements, as it is required in
this work, the leading edge discriminator is obviously an insufficient approach if pulse
shapes from a detector exhibit a broad pulse-height distribution. The introduced undesired

55
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systematic time jitter of leading edge discriminators is called time walk or simply walk.
Constant-fraction discriminators [51] provide time walk correction for signals with a broad
pulse-height distribution of pulse shapes that only differ by a scaling factor. If the pulse
shapes vary beyond a scaling factor, a discrimination approach that solely relies on the
rising edge is favourable. A method which implements the sensitivity on the slope of the
rising edge only is the double-threshold discriminator which has been proposed by Frolov
et al. [52] and has been considered for certain TOF modules [53] of the CERN ALICE
experiment. The working principle takes into account two tunable thresholds at the rising
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Fig. 4.1: Working principle of the double-threshold
discriminator used for timing generation of the
MCP and diamond pulses.

edge as schematically depicted in Fig. 4.1. It assumes a linear characteristics of the pulse
shape ensemble between the two thresholds. When the signal reaches a threshold thr{1,2}
a linear voltage ramp is started. The slope a{1,2} of the ramps are generated internally to
comply with

thr1

thr2
= a1

a2
. (4.1)

A low-walk timing pulse is triggered at the intersection of both ramps at

t0 = ∆U

a1 − a2
. (4.2)

According to Frolov et al. [52] a walk of only 10 ps could be obtained at a pulse-height
distribution ranging from 0.2 to 1.5 V. The discriminator used in the work is based on an
ASIC designed at GSI experiment electronics department [54].
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4.1.2 NIM Electronics Setup

The information to reconstruct the phase space distribution (see Sec. 4.1.5) recorded using
the TOF setup is based on three input timings.

• UNILAC RF timing reference (from master oscillator)

• MCP timing

• Diamond timing (Poly-crystalline diamond)

MCP and diamond timings are used to determine the TOF, whereas the UNILAC RF serves
as a relative arrival time measure for the bunch structure. A NIM setup prepares all timing
signals fed into the TDC module as depicted in Fig. 4.2. In the following, the numbering
scheme of the signal sources and NIM modules is kept constant.

RF Reference. The RF reference from the UNILAC master oscillator is assigned
to a slope-sensitive zero-crossing timing at discriminator module . As the RF reference
would contribute to an excessive amount of data, at a regular time period of Trf ≈ 27.7 ns,
overhead reduction is considered and RF timings are restricted to macro-pulse delivery
by a safe margin (see Sec. 4.1.4). The amount of data is further significantly reduced by
prescaling at a ratio of 1:10. Leading-edge discriminator generates the RF timing pulse
and provides the aforementioned prescaling by suppressing the output for nine following
periods. This is accomplished using one logical output with an adjusted pulse width of
about 9 × Trf as veto trigger. Finally, module provides gating of the RF timing with
respect to the macro-pulse delivery, while a timing module generates the appropriate
macro-pulse/cycle gate.

Macro-Pulse/Frame Gate.1 A UNILAC-event-timing module generates a gate pulse
according to a cycle defined between two events. To enclose the actual macro pulse by a safe
margin, UNILAC-timing events 4 and 8 have been chosen. This includes a RF preparation-
time of at least 50 µs advancing and 40 µs after real macro-pulse delivery. For a detailed
documentation of the UNILAC-timing interface and event structure see [55] (german only).

MCP Timing. Detector pulses from the MCP are processed by the double-threshold
discriminator . To omit distinct dark counts, the detector timings are only registered
during macro-pulse delivery. The corresponding gating is provided by module before the
timing is fed to the TDC.

Diamond Timing. Since the diamond detector, contrary to the MCP, features no
dark counts, the detector pulse is only processed by the double-threshold discriminator
and fed to the TDC.

1Depending on the context, this time interval is referred to as macro-pulse gate, cycle or frame. The term
“macro pulse” is used whenever the fact of the macro pulse being enclosed during the gate is highlighted
(although the gate time is not sharply clipped to the macro pulse). Furthermore, the term “cycle” is
connected to the corresponding UNILAC events. The term “frame” is used in conjunction with recorded
timing signals and consists of all data registered within a cycle.
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Fig. 4.2: Schematic signal processing network for the time-of-flight measurement. Labels
to reference the signal sources consisting of: the UNILAC RF signal provided

by the master oscillator (36.136 MHz), the macro-pulse/cycle gate generated by the
custom-made GSI timing board (D. Liakin [30]), the anode at the back of the MCP and
the poly-crystalline diamond detector . NIM modules and are used as prescaler
(1:10) of the generated logical RF reference to damp the incoming data rate and blocks
RF output not within the time window of the macro pulse. Similarly, module limits the
logical MCP output to the macro pulse only, to avoid distinct dark pulses. In advance, the
MCP pulses are processed by the double threshold discriminators . Eventually, processed
signal sources to are registered by a fast TDC .

4.1.3 Time-to-Digital Converter

After the timing signals of the TOF setup have been generated and processed by the NIM
chain, as described in Sec. 4.1.2, a low time-jitter TDC registers the timing data. The
TDC, a CAEN V1290N VME module [56], features a nominal resolution of better than
35 ps (RMS). Per input channel a double-hit resolution of 5 ns allows to record events that
are at least 5 ns separated. Once a NIM pulse is registered, the internal global clock state
is dumped to the appropriate channel output buffer.

A timing data structure, as schematically depicted in Fig. 4.3, is represented by a 4-byte
vector alignment. It consists of a header field denoting the input channel and the 21-bit
clock dump. With a channel width corresponding to about 24.4 ps, this data field overflows
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31 26 25 21 20 0

TDC Event - 32-bit Data Structure

Unused Data Header Timing Dump from Global TDC Clock

Fig. 4.3: TDC timing represented as a 4-Byte vector. The lower 21-bits contain the actual
dump from the internal global clock of the TDC. Given the LSB equivalent of about 24.4 ps,
overflowing occurs every 51.2 µs

every 51.2 µs. The raw clock information is stored and the overflow-corrected values are
put into relation to the preceding macro-pulse-start timing. Moreover, as the macro-pulse
number is recorded, timing values are globally connected throughout the measurement.

RF Period Histogram

Arrival-Time Hist.

Diamond (A)

MCP (B)

Diamond Count per Macro Pulse

RF Count per Macro Pulse (Prescaled 1:10)TOF Histogram

MCP Count per Macro Pulse

Fig. 4.4: GUI frontend by Dmitry Liakin (2006). The DAQ frontend runs
on a regular PC and communicates with a USB 2.0 to VME interface (Struck
SIS3150). Apart from providing an on-line display of all incoming timings and
statistics, the high-voltage supplies can be controlled from within the program.

A Struck SIS 3150 VME controller [57] acts as VME bus master to the TDC and timing
module and is interfaced by a commercial PC via USB 2.0. During a measurement, a set of
timing data, according to Fig. 4.3, is accumulated in a single file of linear data. The actual



60 Chapter 4— Data Acquisition and Data Analysis

phase space distribution is reconstructed via off-line post processing developed in this work
along with data analysis. Apart from the aforementioned timing signals, the macro-pulse
start timing is directly recorded via the macro-pulse gate from module . While it is not
strictly necessary for the plain phase space distribution, it allows to relate bunches with
respect to the macro-pulse start. This becomes necessary when time cuts of the phase space
are compared, e. g. the phase-space distribution of the first and second half of the macro
pulses.

Figure 4.4 shows the main view of the data acquisition GUI frontend. During recording
of the raw data, statistics of the timing signals are provided on-line, in particularly, the
preliminary phase space distribution (bottom right window). Histograms of the raw detector
timings are shown on the bottom left. A noteworthy comparison of the poly-crystalline
diamond (A) and MCP (B) histograms shows a flat background of dark counts of the
MCP detector which is not present at the diamond detector.

4.1.4 Post-Processing of Raw Data

During a measurement, using the TOF setup, the TDC channel buffers are continuously
dumped from a linear data stream. A TDC event is represented by the 4-byte data structure
as depicted in Fig. 4.3. The four recorded events are characterised as follows:

• Diamond detector (Poly-crystalline)

⋅ Timing signals from the poly-crystalline diamond detector provided by a double-
threshold discriminator

⋅ Features no dark counts

• MCP detector

⋅ Timing signals from the micro-channel plate, provided by a double-threshold
discriminator

⋅ Dark counts occur

• UNILAC RF

⋅ Slope-sensitive zero-crossing of the UNILAC RF master oscillator signal

⋅ Regular data, prescaled (1:10) to reduce overhead

• Frame start

⋅ Start timing provided by the macro-pulse gate reference

Post-processing of the raw data aims for the extraction of the actual plain particle events
forming the phase-space distribution. This comprises the determination of the correlated
MCP and diamond events, the corresponding RF reference, the bunch (micro pulse) at
which the particle event occurs and the macro pulse number.

Calibration of the TDC is performed using the RF signal of 36.136 MHz provided by the
UNILAC master oscillator. With the knowledge of the RF period time, a TDC channel is
determined to 24.414 ± 0.0002 ps by linear regression of the recorded RF timing.2 TDC-
clock dumps are represented by 21 bits. This means that overflowing occurs about every

2In this work ’channels’ always refers to channels of the TDC in context with the TOF DAQ.
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51.2 µs per input channel and must be considered consistently. Overflow correction of the
RF data is straightforward as the prescaled RF frequency is higher by about a factor of
200. Diamond and MCP timings, in contrast, are overflow corrected in accordance with
the regular RF timing. Multiple particle events per bunch, which are unavoidable (see
Sec. 3.4.5), will be detected and discarded as long as they are separated by more than 5 ns,
given the double-hit resolution limit of the TDC.

The regular RF timing is prescaled (1:10) by the NIM setup, as described in Sec. 4.1.2,
to prevent excessive data overhead. Hence, with an RF period time of about 27.7 ns,
an RF timing signal is registered every 277 ns. Restoration of the skipped RF events is
accomplished by linear regression. At the same time, the effective RF timing precision is
slightly enhanced. To characterise the stability of the linear regression, a measurement
from the HIPPI [58] campaign in December 2008, with a large number of events, is taken
as reference. The measured data comprises 2428 macro pulses with a gate length of 200 µs,
which corresponds to ≈ 720 supporting points. Each macro pulse is connected to a separate
fit of the raw RF timing data. The corresponding distribution, shown in Fig. 4.5, features
a mean slope of ≈ 11334.8981 channels per ten RF periods with a standard deviation of≈ 3.5 × 10−4 channels per ten RF periods. This results in an RMS width, with respect to
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the mean value, of σ
µ
≈ 3.1 × 10−8 and highlights a very narrow distribution supported by

the low integral-non-linearity of the TDC of less than 2.5 LSB (corresponding to 61 ps) [56]
and the large amount of supporting points. Typically, the fit comprises several hundreds of
supporting points, depending on the macro-pulse length. Recorded RF timings preceding
the actual beam delivery are skipped, as will be explained in the following paragraph.

The expected stable regularity of the RF is not sustained over the full frame. Based on the
same dataset as the previous slope distribution, Fig. 4.7 shows the deviation of registered
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RF data with respect to the corresponding linear regression, represented by the grey data
points, along a random frame. Most data points scatter around the fit reference about less
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Fig. 4.7: Typical deviation of measured, prescaled RF timings from the linear
regression. An avarage over all 2428 acquired cycles is shown by the red data
points. The grey-shaded area marks the region which is affected by transient
oscillation between UNILAC-timing event 4 and 6 [55]. For completeness, the
corresponding macro-pulse-current equivalent, by means of the micro-pulse
histogram, is given by the blue line. The data is taken from a measurement
during the HIPPI [58] campaign 2008 which features a high count of ≈ 6 × 104
events.

than ±1 TDC channels which is in accordance with the TDC specification [56], claiming an
input jitter of less than 35 ps (RMS). The red line marks the deviation averaged over all
2428 acquired frames. At the beginning of the macro-pulse gate, prescaled RF timings up to
about period 230, the grey-shaded area, feature a clear deviation from a uniform behaviour
along the frame. In terms of the global UNILAC event timing [55] this interval is defined
between event 4 and 6. Although the UNILAC master oscillator is expected to provide
a constant stable RF, the fluctuations in measured RF period length most likely origin
from pick-up effects of transient oscillations during high-power RF switching. Regardless
of the small impact of the fluctuations, with a relative deviation of less than 0.4‰ per
RF period at maximum, it is taken care of by excluding the “preparation time interval”
when performing the linear regression. The blue line in Fig. 4.7 shows the micro-pulse
occupancy, taking all recorded frames into account. This provides information of the macro-
pulse current represented at the given RF time base. It is clearly visible that the initial
distortions, during “preparation time”, virtually do not affect the interval of actual beam
delivery. Furthermore, an additional bump is present, denoted by the orange circle. Since it
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is correlated with the final edge of the macro-pulse current, the bump can also be attributed
to power switching processes. Taking only RF events into account starting with beam
delivery after the preparation time, the jitter distribution with respect to the linear RF fit
is shown in Fig. 4.6. The histogram comprises prescaled RF data from all 2428 macro pulses
with a total of ≈ 106 events and, thus, results in an almost perfect Gaussian distribution.
A standard deviation of only 0.968 channels, which corresponds to ≈ 23.6 ps, highlights a
very good performance of the RF DAQ chain described earlier in this chapter. The present
characteristic were reproducible in all measurements with only minor variations.

Detector Timings. With the reconstructed RF events it is straightforward to properly
align the registered MCP and diamond detector timings. Subsequently, coincidences are
determined using an appropriate time window. Ambiguous events are taken care of where
possible, but detection is limited by the double-hit resolution of the TDC. Multiple-ion
events per bunch give rise to ambiguous coincidences within the time window. In contrast
to the diamond detector, the MCP features a mean dark-pulse rate, typically in the order of
1−10 s−1 cm−2. Hence, in rare cases, those may also add to ambiguous event configurations
which cannot be resolved and must be discarded.3 Unfortunately, it turned out that time
windows cannot be limited to a single bunch interval. In fact, large-range low-energy tails
may require time windows of three to four RF periods, which will be discussed in Chapter
5. Obviously, with larger time windows ambiguous event configurations become more likely.
Concerning the MCP geometry, we can assume a flat distribution of dark pulses at a mean
rate of ≈ 10 s−1. This gives rise to a probability of 10−7 to register a random dark event
within four RF periods which can safely be neglected. Multiple-ion events, in turn, have
a bigger impact. The interval-length distribution of consecutive ions scattered into the
acceptance of the collimator setup is given by Eq. 3.14. Consequently, the mean fraction⟨pn⟩ of ambiguous configurations within the first n RF periods after an ion is registered, is
estimated by

⟨pn⟩ = n

∫
0

dt I(t;λb) = λb

n

∫
0

dt e−λb t

λb≪ 1
n≈ nλb . (4.3)

Incoming mean rates λb typically range between 10−4 and 10−3 ions per bunch depending
on the ion species. This means, for a time window spanning four bunches and using Eq. 4.3,
the fraction of ambiguous event configurations is less or equal than 4‰. These ambiguities
are detected and discarded as long the separation of the events is larger than the double-
hit resolution of the TDC. With a double-hit resolution of 5 ns of the TDC (per input
channel), we can assume only those configurations to cause potential spurious events which
arrive within a single bunch. This estimate is supported by typical bunch lengths of 1 to
3 ns (RMS) and entails a fraction of potentially flawed events between 0.1 and 1‰.

3MCP pulses, which originate from dark emission of the MCP channels, posses a different characteristic
shape. Compared to the biased secondary electrons emitted from the aluminium foil, those pulses have
significantly lower amplitudes. Nevertheless, it is not possible to exploit this as a decision criteria; Pulse
heights are not directly accessible in the TOF setup as threshold settings need to be low to reach higher
timing resolutions.



64 Chapter 4— Data Acquisition and Data Analysis

4.1.5 Reconstruction of the Phase Space

As outlined in the previous section, the TOF setup presented in this work, registers timing
data from the MCP and Diamond detector. In the following, for particle i, tmcp,i refers
to the MCP timing, tdia,i refers to the diamond-detector timing and trf,i refers to the pre-
ceding RF zero-crossing reference. Transformation from the registered timing information
into phase-space coordinates is straightforward but a few remarks are indicated. The mea-
surement does not provide absolute access to phase and energy and focuses on the particle
distribution. Instead, the typical approach is to use a linear approximation to reconstruct
the momentum/energy information. This allows for a translational invariant description
with respect to the relative cable delays. Systematic contributions originating from the
related approximations are discussed in Chapter 7. Measurement of the absolute phase and
energy of the bunch centre can be performed by the phase-probe TOF sections available at
different locations along the UNILAC.

Phase Information. The phase information is directly contained in the arrival time of the
incoming ion at the diamond detector. As explained in Chapter 2 and Eq. 2.6, the arrival
time ∆tphase,i is often evaluated with respect to the synchronous particle. This is the
common approach in theoretical models of beam transport or within tracking codes. Since
access to the synchronous particle is not available, the preceding RF timing is considered a
fixed reference as explained earlier in this chapter

∆tphase,i = tdia,i − trf,i . (4.4)

An additional, relative cable delay is not taken into account, since evaluation of the phase
space data, in terms of Twiss parameters and emittance, only covers central moments. It
should be noted that, of course, the inter-particle phase relation is not affected by this
method. Hence, the difference in phase between two random particles is accessed precisely
within the timing resolution, which is important for the distribution characteristics.

On the other hand, the RF reference limits a non-ambiguous determination of the phase to
the RF period time. As it turned out, slow particle contributions occur which may span
over several RF periods. To some extent it is possible to reconstruct the overflow in phase
by the energy phase correlation, i.e. the assumption that slow particles arrive later. This is
a legitimate approach as bunches drift several meters after last accelerating IH2 structure,
and thus, are expected to show a significant phase-energy correlation. Commonly, the
arrival time is provided in nanoseconds. For transformation to the RF phase equivalent rad
and degree, see Chapter 2 and Eq. 2.9.

Momentum/Energy Information. The expected mean energy ⟨E⟩ ≈ 1.4 AMeV is derived
from the design value of the normalised velocity ⟨β⟩ ≈ 5.5%. Hence, the kinematics can
be restricted to the classical energy-momentum relation, with mass number A and atomic
mass ≈ A ⋅mu:

E (def.= Ekin/A) ≈ mu

2
c2β2 . (4.5)
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In terms of detector separation ltof and time of flight ttof,i of particle i, between MCP foil
and poly-crystalline diamond detector, the kinetic energy trivially writes

Ei = E (ttof,i) = mu

2
( ltof

ttof,i
)2 . (4.6)

By separating out the mean energy ⟨E⟩,
Ei = ⟨E⟩ +∆Ei = E (t⟨E⟩) +∆Ei (ttof,i − t⟨E⟩) , (4.7)

and considering the linear correction term of the Taylor series of the expansion about t⟨E⟩,4

∆Ei

∆ti
t⟨E⟩
≪1

≈ d

dt
E(t) ∣

t⟨E⟩
∆ti = −2 ⟨E⟩ ∆ti

t⟨E⟩ with ∆ti ∶= ttof,i − t⟨E⟩ , (4.8)

the relative energy deviation is approximately given by

∆Ei⟨E⟩ ≈ −2∆ti

t⟨E⟩ ≈ −2
∆ti

t⟨p⟩ = −2
c ⟨β⟩
ltof

∆ti . (4.9)

Several assumptions have been made. Trivially, the linearisation is only valid in the vicinity
of the expansion point t⟨E⟩. Furthermore, the last approximation in Eq. 4.9 relies on the
assumption that t⟨p⟩ is sufficiently close to t⟨E⟩. This will be discussed in detail in Sec. 7.7.
The relative momentum deviation in linear approximation writes accordingly as

∆pi⟨p⟩ ≈ −∆ti

t⟨p⟩ = −
c ⟨β⟩
ltof

∆ti . (4.10)

The mean velocity of bunches registered at the device is provided manually and a deviation
from the real situation affects the expansion point of the Taylor series. The mentioned
systematic contributions are not of major negative impact and are discussed in detail in
Sec. 7.7.1.

Histogramming. Recorded ion events, which have been transformed into appropriate
phase-space coordinates, are accumulated in 2-dimensional histograms. A measurement,
with a duration of typically several tens of minutes, relies on stable phase-space conditions.
Measurements usually require exclusive access to the whole pre-stripper section of the UNI-
LAC due to global settings. This in turn ensures stable beam delivery, from an operating
point of view, with constant accelerator settings throughout the whole pre-stripper facil-
ity. Stability of beam delivery also varies between different types of ion sources and their
operating time with respect to the expected life time. The access to the macro-pulse start
timing, using the TOF setup, allows to select certain classes of events and compare the cor-
responding phase-space distributions. For instance, phase spaces consisting of macro-pulses
of the beginning of a measurement can be compared to later ones. This can reveal issues of
the ion source and accelerator settings. Also, phase-space distributions of a certain bunch

4t⟨E⟩ and t⟨p⟩ refer to the TOF of particles of mean energy ⟨E⟩ and mean momentum ⟨p⟩.
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range within the macro pulses can be compared to others. Concerning statistics, this, of
course, requires the total event count to be sufficiently large.

4.2 Mono-Crystalline Diamond Setup

The experimental setup, based on a mono-crystalline diamond detector, relies on a single
detector only. Instead of a TOF measurement, a semi-conducting detector with calorimetric
properties (see Sec. 3.3.3) is used. The particle attenuation mechanism is identical to the
TOF approach described in Sec. 3.1.1 and Sec. 3.4. Particles of an attenuated beam, that
scatter into the solid-angle acceptance of the collimator setup, will be detected at the mono-
crystalline diamond. To recapitulate the experimental site, see Fig. 3.6 for an overview of
the diagnostics chamber. Voltage pulse signals from the detector provide a measure of the
deposited energy, if the functional dependency on the total accumulated charge from with
the projectiles’ kinetic energy is known. In principle an injective functional behaviour is
obligatory, for the sake of a distinct mapping of a certain pulse information to the kinetic
energy. Ideally, a linear dependency is sustained over a large range.

Schematics. Schematics of the electric interface to the detector and the DAQ are depicted
in Fig. 4.8. The detector pulses are extracted at the bias tee and amplified by a one- or two-
stage Mini-Circuits ZX60-33LN-S+ (50 MHz - 3 GHz, 17.5 dB typ.) amplifier. A positive
bias of 100 V, which corresponds to a field strength of 1 V/µm, has been applied to the

Bias Tee

+100 V

CVD Diamond (100 µm)
Mono-Crystalline

Amplifier(s)

Ions

UNILAC Master RF
36.136 MHz

Oscilloscope

Tektronix DPO7254

In

In

Readout

Trace &

(TCP/IP)

DAQ

EthernetPC

Trigger

Fig. 4.8: Schematic data acquisition chain for the calorimetric mea-
surement using a single crystalline diamond (Fig. 3.12). The dia-
mond is fed by bias tee at a supply voltage. After amplification of
the signal a fast oscilloscope is used as ADC module. The detec-
tor signal as well as the UNILAC RF from the master oscillator are
streamed to a PC setup via Ethernet.
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diamond detector. As explained in Sec. 3.3.3, the detection of electron holes is considered
favourable.

4.2.1 Data Acquisition

The data acquisition is performed with a fast oscilloscope. DAQ, post-processing to recon-
struct the phase space and data analysis software have been purpose-built developed. For
the setup at hand, preamplified pulse shaping is unfavourable with typical integration times
of several µs. Hence, an approach where detector signals are amplified and sampled directly
at a high sample rate has been chosen. At the same time, the UNILAC master oscillator
signal is recorded as a fixed arrival-time reference. This allows to extract the relative phase
information between events, as done in the TOF setup.

The oscilloscope used is a Tektronix DPO 7254 [59] which features an 8-bit ADC and a
real sample rate of 20 GS/s5 in two-channel mode. The ADC data is transfered in floating
point mode, but the actual scaling of the raw data is irrelevant due to the required energy
calibration. As the amplified diamond readout and the RF reference needs to be recorded
simultaneously, a sample period of 50 ps is available. During measurement, the data is
streamed to a PC via Ethernet and recorded with a custom program.6 Data traces of
the diamond pulse and RF are recorded simultaneously, using the internal trigger of the
oscilloscope on the diamond pulse. The threshold is set manually with a safe margin above
noise level. Currently, data acquisition is limited to one acquisition per macro pulse. A
higher efficiency is targeted with a later version of the program. The actual phase space is
reconstructed off-line.

4.2.2 Post-Processing of Raw Data

Typical examples of acquired data for a single event are shown in Fig. 4.9, recorded with
an Ar14+ beam of ≈ 1.4 AMeV. The diamond-pulse trace is given by the red line with linear
interpolation and contains 2000 samples at 20 GS/s, i.e. the recording window corresponds
to 100 ns at a sample period of 50 ps. The low noise figure of the amplifiers give rise to a
comfortable SNR of ≈ 23 dB7. An impedance mismatch at the amplifier input seem to cause
reflections at a characteristic cable length of 1 m and could not be sorted out at the time
of measurements. Nevertheless, the reflection is separated well enough from the primary
pulse without overlapping signal contributions. The lower parts of each plot in Fig. 4.9
show the harmonic RF data samples from the UNILAC master oscillator. Simultaneous
acquisition of the diamond trace and the UNILAC RF reference allows to extract energy
and RF reference. Reconstruction of the phase space requires to post-process the raw data
stream from the oscilloscope. The corresponding software has been developed in this work.
In the following, the necessary steps are outlined.

5A real sample rate of 40 GS/s can only be achieved in single-channel acquisition mode.
6The source of the command-line tool is available on request and should run on any POSIX compliant
system without further modification.

7Pulse-to-noise amplitude ratio for a typical pulse at phase-space centre at ≈ 1.4 AMeV. The standard
deviation of the noise amplitude, after baseline restoration, has been determined to be ≈ 200 in the
vertical scale of Fig. 4.9.
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Fig. 4.9: Exemplary recordings of Ar14+ particle hits at the mono-crystalline diamond
detector (20 GS/s, 2000 samples per trace). The red trace represents the sampled diamond
pulse data. At the lower part of each plot the simultaneously sampled UNILAC RF is
shown along with the corresponding fit of a sine. While top plot shows a single particle hit
from the centre of phase space, the bottom plot shows one of the rare double-hit events.
Determined timing values are given in the legend.
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RF Reference. Similar to the TOF setup, the arrival time at the diamond detector, with
respect to a defined RF zero-crossing, is a measure of the ion phase. To obtain the RF
reference timing, the RF is sampled along with the diamond trace. This allows to perform
a fit of the sampled RF data to a general sine parameterisation. Once the fit parameters
have been determined the zero-crossing at positive slope can be extracted straightforward.
The corresponding, perfectly aligned, fit and assigned timings are plotted in Fig. 4.9 (see
legend).

Baseline Restoration. Determination of pulse heights and pulse integrals depend on a
well defined baseline. In particular, pick-up of unwanted signals may result in a varying
baseline. As it is not always possible to screen those contributions, it is advisable to perform
a baseline restoration on each pulse acquisition. A linear fit using the first 45% of samples
of the diamond trace is used to determine the baseline reference. The restored baseline is
given by the dashed line in Fig. 4.9. An overview of the fit parameter offset and slope is
presented as a scatter plot in Fig. 4.10.
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Fig. 4.10: Scatter plot of the Ar14+ baseline-fit parameters.

Pulse Properties. With restored baselines, crucial properties of the pulse event can be
determined. This includes the extreme-value index (sample index), which provides the
pulse height with respect to the baseline. Furthermore, integration bounds are determined
by storing the indices of the signal when it crosses the baseline. Subsequently, integration
is performed with respect to the restored baseline within these limits. Finally, the pulse
timing is extracted at a fixed fraction of the pulse height on the rising slope. A 30% level
has been used throughout all presented data. The determined values, as well as the pulse-
integral area, are provided aligned to the data traces in Fig. 4.9. For completeness, the
custom program drops all reflected pulses and checks for overlapping pulses. Overlapping
pulses are marked tainted. This provides the option to automatically exclude double-hit
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events. Nonetheless, double-hit events turned out to be a good way to judge the linearity
of the pulse-integral response.

Pulse-Height/Pulse-Integral Trend. The pulse height of the Ar14+ measurement vs. the
acquisition index is plotted on the left side in Fig. 4.11. The gap between ≈ −0.5 × 104
and 0 originates from the trigger threshold, manually set at the oscilloscope. A clear trend
towards smaller pulse-heights is apparent. This means that irradiation, at least in this
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Fig. 4.11: Left: Baseline-corrected pulse-height vs. progressional acquisition number of
an Ar14+ beam. Additionally, the linear trend fit of the phase-space core region is given by
the read line together with the light-blue region which denotes the particles included in the
linear fit. Right: Data corrected by rescaling with respect to the corresponding trend fit.

experimental configuration, has an effect on the response of the detector. A linear fit to the
core region is used to rescale the measured data. The fit region is marked by the light-blue
band, whereas the fit is given by the red line, parameterised by the slope sh and offset oh.
Assuming a sufficiently linear systematic, correction of the pulse-height data is performed
according to the linear fit parameters8

th(n) = sh ⋅ n + oh, (4.11)

with n being the continuous acquisition number. Hence, the rescaling factor ch(c) of pulse-
height n is trivially given by

ch(n) = oh

th(n) . (4.12)

8Index “h” references the pulse height.
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The rescaled data is plotted on the right side of Fig. 4.11. A gain loss of ≈ 4.9% of the
last event (acq. 2876) emphasize the impact of the irradiation on the pulse height. Above
the densely populated band at ≈ −4.4 × 104, which marks the core region of the phase
space and is connected with the expected mean energy ≈ 1.4 AMeV, many events of smaller
pulse height are apparent. These events will be discussed in Chapter 5. The core region,
using the baseline and trend corrected pulse-height information, features a relative width of
σ/µ ≈ 3.3% as denoted in Fig. 4.11. The fraction of the standard deviation σ with respect
to the mean value µ provides a qualitative measure of the energy resolution.
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Fig. 4.12: Left: Pulse integral vs. progressional acquisition number of an Ar14+ beam
including the linear trend fit. Right: Data corrected by rescaling with respect to the
corresponding trend fit.

In contrast, the left side of Fig. 4.12 shows the pulse-integral data plotted versus the ac-
quisition number. Similar to the pulse-height values, the trend of the pulse-integral values
is determined by a linear fit within a narrow band around the core region. Rescaling of
the data is provided by the same scheme according to Eq. 4.12. It is evident that the
pulse-integral response is also affected by the irradiation of the diamond material in this
experimental configuration but at a lower impact. The effect is significantly smaller com-
pared to the pulse-height behaviour at irradiation, with a gain-loss of only 1.8% at the last
recorded event. On the right side of Fig. 4.12, the trend corrected data is shown. Com-
parison of the pulse-height data clearly shows a smaller relative width of the core band
for the integral approach with ≈ 2.2%. This suggests a higher energy resolution for the
pulse-integral measurement.

Phase-Space Equivalent Representation. Using the trend-corrected integral values of the
pulses, it is possible to plot the longitudinal phase space. The left side of Fig. 4.13 shows the
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trend-corrected integral values with respect to the progressional acquisition number, also
including the rare double hits. On the right side, events are reordered with respect to the
arrival time. The double-hit events give rise to integral values of about twice as big as those
from the phase-space centre. This supports a linear calibration scale for this experimental
configuration. It should be noted that this is not necessarily a general characteristic. The
double-hit event marked by the arrow is associated with the traces in the lower plot of
Fig. 4.9.
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Fig. 4.13: Left: Trend-corrected pulse integral vs. progressional acquisition number.
Double particle hits occur inside the light-red band. Right: Events ordered with respect
to the arrival time as a phase-space equivalent representation.

4.3 Data Analysis

The preceding sections dealt with the electronic DAQ setups and off-line reconstruction of
the recorded longitudinal phase-space events. This section presents the data analysis in
detail. The data analysis has been developed using the ROOT C++ framework [60].

Characterisation of the measured phase-space is typically provided by the determination of
the covariance matrix, from which, as described in Sec. 2.3, the RMS emittance is derived.
Thereby the most important statistical parameters, such as location, spread and covariance
are extracted.

Determination of covariance matrices can be challenging for different reasons:

• Low event count

• Contaminated data
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• Systematic contributions

• Low robustness of estimators

Incomplete sampling of distributions is inherently connected to statistical uncertainties of
derived values by means of so-called estimators. This is also true in case of an idealistic
system where the underlying distribution can be sampled without background or system-
atically disturbing contributions. For example, the estimator of the univariate mean

⟨x⟩ = 1

n

n∑
i=1xi (4.13)

has a well-known statistical uncertainty (1-sigma) of

∆⟨x⟩ = σx√
n
, (4.14)

depending on sample standard deviation σx and sample size n. The estimator for the
standard deviation

σx = 1

n − 1

n∑
i=1(xi − ⟨x⟩)2 , (4.15)

in contrast, is connected with a statistical uncertainty (1-sigma) of

∆σx ≈ σx√
2(n − 1) (4.16)

in good approximation [61] (p. 133). Hence, in this idealistic case, confidence intervals can
be contracted by increasing the number of recorded events.

Practically, it may not be possible to record a large number of events as is the case with
the setup at hand (typically about 104 events). While this already imposes an increased
uncertainty of the estimated statistical moments, the situation is more difficult consider-
ing the influence of disturbing effects as listed above. Recordings can be contaminated
with data that does not reflect real phase-space events. For example, in very rare cases
(≪ 1%), uncorrelated events are considered coincident, using the TOF setup, resulting
from detector efficiencies or missed trigger thresholds. Most of these artificial events can
be discarded. Trivially, events which would be faster than light are easy to filter, while for
other coincidences it is difficult to impossible to differentiate between sane data and arti-
facts. Still, the majority of the unwanted overlaying distributions are of physical systematic
origin which will be covered in Chapter 7. The differentiation between contamination and
general systematic effects is made to highlight the different characteristics of superimposed
distributions and systematic contributions from which all events are affected. An example
for the latter are the foils mounted in the setup. All recorded ions are passing the tantalum
and aluminum foil. Hence, dissipative contributions are unavoidable and give rise to an
energy spread which affects all particles. In contrast, systematic contributions which lead
to contamination affect only a fraction of the recorded events. For example scattering at
the high-current slits or collimator apertures can be classified as contaminating effects as
only a fraction of the bunch is affected. Nevertheless, while contamination is of systematic
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origin, not all systematic effects are considered contamination.

Classical estimators, as mentioned above, are extremely sensitive to even individual “bad”
events. The sensitivity of estimators is usually determined by the (empirical) influence
function (E)IF, whereas the breakdown point [62] defines the fraction of bad observations
which are sufficient to result in estimations which can potentially rise beyond all limits.
In particular, the classical estimators for the mean and standard deviation, Eq. (4.13)
and Eq. (4.15), provide a breakdown point of 0, i.e. a single bad event can significantly
distort the estimation of the respective statistical moment. It is therefore evident, that
recorded data must be prepared before use of a classical estimator can provide meaningful
results. A common approach is trimming data points, either manually or by defining cuts,
usually judged by “experience”. When data points can be unambiguously identified as
outliers, manual trimming is straightforward. Obviously, this is only consistently possible
if contaminations are disjoint sets from the phase-space region of interest. Otherwise,
manually defined cuts, and consequently estimated values in case of non-robust estimators,
can vary significantly between different persons evaluating the raw data.

A defined set of rules is crucial when analysing the recorded data. Objectivity is of major
concern when it comes to a consistent approach of data evaluation. This is a precondition to
warrant reproducibility, in particular, given low event counts, contamination and systematic
effects as stated above.

Well-established methods for consistent evaluation of phase-space scatter data are rare.
Common scenarios deal with systematic background models assuming a flat bias and noise
figure, typically originating from current amplifiers present in various types of (transverse)
phase-space diagnostics. Such data sets are often treated by successively subtracting a
constant amount from all bins, setting resulting negative values to zero, while monitoring,
for example, the emittance value. A good approximation to the “real” values is considered
when corresponding gradients change significantly, as a feedback on when actual signal is
affected by the flat subtraction. This defines the %-intensity level with respect to the total,
accumulated amount of content which has been subtracted. In contrast, an advanced and
widely accepted approach for such scenarios is called SCUBEEx [63]. This method accounts
for the fact that noise contributions average out when integrating regions with no signal
by variation of exclusion ellipses which eventually define a consistent core region. Since
neither the TOF setup nor the setup using a mono-crystalline diamond detector features
a bias/noise floor, the previously mentioned methods, in especially SCUBEEx, to analyse
the recorded data are ill-suited.

An exemplary histogram of 40Ar10+ events is shown in Fig. 4.14. The data, recorded using
the TOF setup, contains an exceptionally high amount of ≈ 6 × 104 events and allows to
highlight the main characteristics. It is apparent that the data features no flat noise floor.
Instead, prominent contamination in terms of trails need to be taken care of. The actual
phase-space region of interest, i.e. the longitudinal phase-space when the ions enter the
setup, is located where the elliptical shapes are plotted. While the residual events are,
effectively, real phase-space events at the setup, they are introduced by the measurement
process. Hence, they must be excluded from entering in the covariance matrix in a consistent
way to keep contamination of the covariance matrix by spurious events as low as possible.
Such an approach is the robust Minimum Covariance Determinant estimator.
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Fig. 4.14: Exemplary 40Ar10+ phase-space data recorded during the HIPPI [58] campaign
2008. The phase-space region of interest is located where the red ellipses are plotted.

4.3.1 Minimum Covariance Determinant Estimator

As mentioned above, using the classical covariance and location estimators would require
a biased preparation of the raw data by means of manually set cuts to exclude spurious
data. Evaluation of measured data, such as shown in Fig. 4.14, can only be consistently
accomplished if an estimator with a high breakdown point is used. An alternative quantita-
tive approach used in this work is the so-called Minimum Covariance Determinant (MCD)
robust estimator for multivariate data, which was first proposed in 1985 by Rousseeuw [64].
MCD is a variant of the Minimum Volume Ellipsoid (MVE) concept proposed in the same
report. Both concepts are based on the idea to only take into account a fractional subsam-
ple size αmcd

9 of the original data containing n points, with 1/2 ≤ αmcd < 1. By minimizing
either the smallest ellipsoid covering all data points (MVE) or the variance-covariance ma-
trix determinant (MCD) over all possible subsamples for a given fraction αmcd, a robust
estimate of the location and scatter is provided. To ensure consistency in case of multi-
variate normality, the covariance matrix is multiplied by an correction factor depending on
αmcd. For bivariate cases, in particular the longitudinal subspace, the determinant of the

9If the subsample size equals the size of the original data, i.e. αmcd = 1, the MCD approach delivers
the values of the classical estimators. Depending on the implementation this is not always true due to
partitioning of sizes of initial data above a certain threshold (typically 600 points).
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variance-covariance matrix C writes

∣C ∣ = ∣ σxx σxy
σxy σyy

∣ = ∣ σ2
x σxy

σxy σ2
y

∣ = σ2
xσ

2
y − σ

2
xy

!= ε2rms , (4.17)

and thus equals the square of the RMS emittance εrms. Since the square function is a
strictly monotonic function, the MCD algorithm effectively minimizes the estimated RMS
emittance.

Roderich Keller et al. used a method similar to MVE, in 1985 [65], to successfully analyse
transverse phase-space data of small size. Calculation of the MVE and MCD, even for
bivariate data, is combinatorially expensive which practically limits the reasonable size of
the data. According to Rousseeuw [64], MCD is favourable over MVE, due to its higher
statistical efficiency and higher accuracy. In case of MCD, a more efficient algorithmic
approach exists, proposed by Rousseeuw et. al [66] in 1999, often referred to as FAST-
MCD. It allows to calculate MCD multivariate location and variance-covariance matrices
even for large data sets.

Data analysis of this thesis is based on the ROOT C++ framework [60] that includes
an implementation of the FAST-MCD algorithm [67]. Unfortunately, benchmarks based
on known bivariate Gaussian distributions revealed a significant mismatch between the
variance-covariance matrix compared to the known parameterisation, which is not expected.
While the variances and covariances are flat for different values of αmcd, which is favourable,
they are smaller by ≈ 10%. This behaviour is unexpected and not in agreement with the
goal of the MCD method. Consequently, this lead to the decision to not use the TRo-
bustEstimator implementation. Instead, this work uses the R (The R Project for Statistical
Computing) [68] implementation of FAST-MCD which directly interfaces the FORTRAN
routine [69, 70] by the original authors P. J. Rousseeuw et al.10 Additionally, the most
recent correction factors for multivariate normality [72] are included in the R calling rou-
tines. Contrary to the ROOT implementation, the covariance matrices are reproduced as
expected.

MCD on Actual Data. In the following, the values of the MCD estimator are compared
to those of the classical estimator using the phase-space data shown in Fig. 4.14. Elliptical
cuts are systematically generated to monitor the impact of event exclusion on the MCD
and classical estimator. A “first-shot” ellipse is acquired from the MCD estimator with
αmcd = 0.75. Typically, this provides a good estimation of the covariance matrix and its
location of the phase-space region of interest where most events agglomerate. Table 4.1
lists the scatter values computed via the classical estimator and those of the “first-shot”
variance-covariance matrix (αmcd = 0.75). Apart from the phase location ⟨x⟩ all other
values in Tab. 4.1 differ significantly between the classical and robust estimator. While the
classical estimator for the bunch length σx is larger by about 30%, the measure for the
energy spread σy is larger by more than a factor of five in case of the classical estimator.
The magnitude of the covariance σxy is larger using the classical estimator due to the long-
ranged trails. For the same reason, the location of the energy centre and the RMS emittance
differ significantly between the classical and robust estimator. The classical estimator of

10The R framework is interfaced by C++ using RInside [71] by D. Eddelbuettel et al.
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Tab. 4.1: Comparison of MCD (αmcd = 0.75) and classical estimator with-
out event exclusion on the HIPPI [58] 2008 data, as seen in Fig. 4.14. The
MCD values of location and scatter are referred to as “first-shot” RMS
ellipse. For a better readability x = tdia and y = ∆E⟨E⟩ has been substituted.

Estimator σx σy σxy ⟨x⟩ ⟨y⟩ εrms

“first-shot” (ns) (mrad) (ns) (mrad) (mrad⋅ns)

MCD 2.08 17.08 -17.84 10.80 0.48 30.72

Classical 2.71 91.39 -66.01 11.09 -19.48 238.70

the RMS emittance is larger by more than a factor of seven. This clearly shows that even
with a pronounced fraction of contamination the MCD estimator provides a reliable, robust
estimate of location, size and orientation, as can be seen from Fig. 4.14. The “first-shot”
ellipse is well-aligned in the core phase-space region, although only one parameter, αmcd,
has been specified.

Estimators under Different Cuts. Study of the influence of different cuts on the estimators
has been performed in a consistent way. The cuts used to compare estimator values belong
to a certain class of cuts. It is sensible to use elliptical cuts which are generated from scaled
entities of the “first-shot” covariance matrix with a common centre location. The core phase
space of interest is automatically located well by the MCD algorithm. Furthermore, scaling
of the covariance matrix makes it easy to define a reasonable region of interest (ROI). Linear
scaling of both semi axes by a factor of n equals scaling of the covariance matrix by n. At the
same time the emittance scales by a factor n2. The first six ellipses, the black “first-shot”
ellipse and the red ellipses with scaling factors 2 to 6 (see labels), are plotted in Fig. 4.14.11

Classical and robust MCD12 estimator values σ∆E
⟨E⟩

corresponding to cut ellipses of different

size are plotted in Fig. 4.15 with respect to the scaling factor n. Additionally, the fraction
of total events inside the cuts is represented by the grey line. The fraction grows fast until it
reaches a quasi plateau of lower gradient at a cut-scaling factor of ≈ 5. For this cut ellipse,
the area is 25 times the size of the “first-shot” ellipse and includes ≈ 90% of all events.
In other words, as denoted in Fig. 4.15, fcont ≈ 10% of all recorded events contribute to
the contamination located in the long-ranged trails in this measurement. This assumption
agrees with the elliptical cuts plotted in Fig. 4.14, i.e. at a scaling factor of 4-5, the cut
region encloses the phase-space distribution of interest. Further scaling to larger cut regions
mostly accumulate events from pure contamination by means of the prominent trails. As
expected, the classical estimator (red line) has a strong dependency on the cut size with
no obvious cut scaling that makes for a meaningful evaluation.13 In contrast, the robust
MCD estimator data shows a significantly lower dynamics above cut scalings ≈ 5. Only
estimations which exclude less than the fraction of contamination, i.e. αmcd ≳ 0.9 in this

11Given scaling factors in this section refer to the linear axis scaling.
12MCD estimators are evaluated for αmcd in the range 0.5 ≤ αmcd ≤ 1 at a step size of 0.025.
13The intermediate plateau of lower gradient at cut scalings between 25-30 is an artifact which is due to the

wrapped phase information with respect to the RF period as seen by the trails in Fig. 4.14.
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Fig. 4.15: The plot shows the classical estimator (red line) and robust MCD
estimators (black dashed and solid lines) for the standard deviation of the
relative energy deviation acting on real data (HIPPI [58] 2008). The horizontal
axis denotes the scaling factor of the “first-shot” covariance matrix used to
define automated cuts.

measurement, are prone to deviate from the otherwise stable band at larger cut scalings.

A magnified plot, as marked by the blue rectangle in Fig. 4.15, is shown in Fig. 4.16.
Compared to the classical estimator, a band of MCD estimators using different αmcd displays
a very low gradient for cut scalings of n ≳ 4. Additionally, the blue line represents the
fraction of events inside the scaled “first-shot” ellipse, assuming a bivariate Gaussian density
distribution. The corresponding functional relation between the fraction f of events inside
the scaled “first-shot” ellipse only depends on the determinant of the variance-covariance
matrix and, thus, the RMS emittance εrms. By means of the associated scaled emittance
ε(f) this relation is given in [73] (p. 68)

ε(f) = −2 ln(1 − f) εrms . (4.18)

If the scaling is parameterised by ε(f) = n2(f)εrms, Eq. (4.18) yields the fraction f in terms
of the scaling multiplier n

f = 1 − e−n2

2 , (4.19)

which is represented by the blue line in Fig. 4.16. Effectively all events (≈ 99.96%) are
enclosed at a cut scaling by a factor of n = 4 under the assumption of a bivariate distributed
phase-space region of interest. Although this assumption is only a rough model to realistic
phase-space distributions, it agrees with the cut scaling n ≳ 4 where the band of MCD esti-
mator reaches a low-gradient quasi plateau. This suggests, with a small margin, evaluation
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Eq. (4.19) αmcd = 0.975

αmcd = 0.5

assuming a 2D Gaussian density
Events inside scaled εrms
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Fig. 4.16: This plot refers to the same data of the estimators as Fig. 4.15
at a different viewport. The blue line represents the theoretical fraction of
particles inside the scaled elliptical cuts, by taking a 2-dimensional Gaussian
distribution as reference which is parameterised by the “first-shot” covariance
matrix. Values provided by the robust estimators are drawn dashed for sub-
sample fractions 0.75 < αmcd < 1 and solid from 0.5 ≤ αmcd ≤ 0.75. Evaluation
is carried out at a cut scaling of 5. A magnified view of the evaluation region
is provided on the left and is explained in the text.

and comparison of the estimators at a cut-scaling factor n = 5 as a consistent rule.

Evaluation and Error Bounds. The FAST-MCD estimator routine has been evaluated for
subsample fractions 0.5 ≤ αmcd < 1 at a step size of 0.025. For non-Gaussian distribution
this leads to an unavoidable spread of the calculated values which is clearly visible by the
resulting band. In this example, values increase with increasing αmcd. A magnified view
of the point of evaluation at n = 5 is shown on the left of Fig. 4.16. The hatched interval

defines the range of αmcd which is excluded from the final evaluation. According to
Rousseeuw et al. [66], choosing αmcd = 0.75 is a good compromise between breakdown value
and statistical efficiency if contamination fcont is lower than 25%. However, even when
contamination is lower than 10%, as it is the case at the discussed cut scaling n = 5,
αmcd should not exceed 0.9. For subsample sizes close to 1, the break down value drops
significantly, which effectively means the estimator loses on robustness. As a general rule,
setting αmax

mcd ≤ 1 − fcont is reasonable. The green bounds mark the range of included
αmcd values of subsample sizes. In good approximation, the corresponding estimator values
v are uniformly distributed for constant step sizes of αmcd.

14 This allows to determine the

14The estimator v is a placeholder for any location and scatter parameter accessible by the MCD routine.
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centre of the evaluated range by taking the arithmetic mean of the bounds

⟨v⟩uni = vmin + vmax

2
. (4.20)

The spread is interpreted as the statistical uncertainty and consequently the standard de-
viation is extracted via the standard deviation of uniform distributions

σuni
v = vmax − vmin√

12
= vmax − ⟨v⟩uni√

3
. (4.21)

This approach allows to extract a target value v ± σv based on a defined set of rules and
statistical uncertainty σv. Exemplary values for the phase-space data in Fig. 4.14 are listed
in Tab. 4.2. The table lists the classical and MCD estimator values at a cut scaling of

Tab. 4.2: MCD estimator values for the data shown in Figs. 4.14 - 4.16. For
a better readability x refers to the arrival time tdia (ns) and y refers to the
relative energy deviation ∆E⟨E⟩ (mrad).

Cut Scaling Classical MCD

n = 5 Estimator Estimator Std. Dev. Uncertainty

σx (ns) 1.88 2.00 3.5 × 10−2 1.8%

σy (mrad) 17.19 15.67 0.14 0.9%

σxy −14.16 −16.57 0.70 4.2%

εrms (mrad⋅ns) 29.04 26.60 0.13 0.5%

⟨x⟩ (ns) 10.880 10.804 1.7 × 10−3 -⟨y⟩ (mrad) 1.13 0.21 0.20 -

n = 5, including both, the variance-covariance matrix elements, location estimates and the
derived RMS emittance. As it is possible to define a measure for the statistical uncertainties
in case of the MCD method, as described above, those are also listed together with the
corresponding relative uncertainty where meaningful. Estimator values evaluated according
to Eq. (4.20) deviate by less than 1% compared to the approach of taking all estimators into
account within the bounds and evaluating the arithmetic mean. Standard deviations,
according to Eq. (4.21), deviate by less than 10%. All MCD estimator values provided in
this work incorporate the full set of estimators within the evaluation bounds. Nevertheless,
Eq. (4.20) and Eq. (4.21) are typically very good approximations which could be used
likewise.

At the given cut scaling, comparison of both estimators features no distinct outlier. While
all values are close, the energy spread σy is smaller in case of the MCD, as can be also
seen from Fig. 4.16. This shows a typical and appreciated behaviour since the influence
of the contamination, in particular the trails, is damped using the MCD over the classical
approach. At the same time, the covariance σxy is higher for the same reason. The standard
deviations of the scatter estimators are in the order of only few %. The more the region of
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interest deviates from a bivariate normal distribution, the larger the relative width of the
bands and, thus, the uncertainty will be. In case of ideal bivariate Gaussian distributions
and disjoint contamination, the relative spread between estimators using different αmcd

effectively completely contracts.

Calculation of Robust Estimator Values. It is now possible to define a procedure for the
determination of estimator values. This procedure will be consistently applied to measured
data presented in this work.

• The MCD algorithm is used to determine the “first-shot” ellipse at αmcd = 0.75. 15

• This ellipse is scaled by n = 5 and used as geometric cut parameterisation.

• The MCD algorithm is applied again on the data contained in the scaled ellipse.

• This is done by sampling robust estimator covariance matrices and centre locations
with αmcd-values of 0.75 ≤ αmcd ≤ 0.9 at a step size of 0.05.

• As described in the previous paragraph, average values and error bounds of the covari-
ance matrix ensemble and centre locations are calculated as well as RMS emittance
and Twiss parameters.

Final Remarks. When comparing the classical and MCD estimator applied to contami-
nated data, the advantage of robust estimators, such as the MCD estimator, is evident.
Table 4.1 highlights the expected deviation from the classical and robust estimator. The
RMS emittance is larger in case of the classical estimator by more than a factor of seven.
On the other hand, location, size and orientation of the robust estimate does not signif-
icantly change under various cut conditions, as long as the core phase-space distribution
is included entirely. This provides an improved procedure compared to the usage of the
classical estimator which requires manual, biased exclusion of events. While Fig. 4.16 may
suggest to apply the classical estimator under a defined cut scaling, for example n = 5, and
discard the MCP approach, this is not possible. The “first-shot” ellipse already strictly
relies on the robust MCD routine.

4.4 Additional Information Provided by the TOF Setup

As outlined in Sec. 4.1.2, the TOF setup DAQ also records the macro-pulse start timing
provided by the VME-timing module. The overflow corrected timing is known precisely
relative to the macro-pulse start timing which allows to access further information beyond
the plain longitudinal phase-space.

15In case of very high contamination, larger than 25%, manual discarding of most outlying events may be
required until the contamination is reduced below this threshold. Alternatively, the value of αmcd can be
lowered down to αmcd = 0.5 for the first-shot ellipse. Since the first-shot ellipse only defines a cut region.
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4.4.1 High-Resolution Macro-Pulse Structure

The high-resolution macro-pulse structure information provides further information about
the state of the ion source and the real macro-pulse duration. This is achieved by his-
togramming the bunch number at which an event occurs, with respect to the start of
the macro-pulse timing and can be considered to provide similar information than a high-
resolution beam-current transformer. Two exemplary macro pulses are shown in Fig. 4.17.

Events vs. Bunch Number

Bunch Number / 1000
2 3 4 5 6

C
ou

n
ts

/
(2

B
u
n
ch
es
)

10

20

30

40

50

60

0 0

5

10

15

20

25

30

35

C
ou

n
ts

/
(8

B
u
n
ch
es
)

≈ 135 µs

Bunch Number / 1000

Events vs. Bunch Number

2 4 6 83 5 7

≈ 80 µs

1 32 4

Fig. 4.17: Exemplary macro-pulse structures extracted from different TOF recordings.

Both macro pulses belong to different argon measurements. Despite from the shorter macro-
pulse duration, recording shows a more regular macro-pulse shape compared to recording

. This information may hint a performance degradation of the ion source through aging
or, less likely, unoptimised settings of the UNILAC RF.

4.4.2 Time-Sliced Phase Spaces

The data analysis of the TOF setup allows to select events inside a custom micro-pulse
range. For example, the macro pulse in Fig. 4.17 features four sections, labeled 1 to
4. Each micro-pulse range cut represents a subset of the total phase-space distribution.
The phase spaces can be evaluated separately and compared to each other. This requires a
sufficiently large number of total events, depending on the range of the cuts.

The macro pulse corresponds to the argon data recorded during the HIPPI campaign in
December 2008 as shown in Fig. 4.14. In a later section (see Sec. 5.2.4) these time slices will
be analysed as the data set contains a relatively high amount of events (≈ 6 × 104 events).

4.4.3 Event-Separation Statistics

The event statistics discussed in Sec. 3.4.5 can be verified by histogramming the separating
time intervals between adjacent events recorded within a macro pulses. A typical histogram
is shown in Fig. 4.18 together with a fit of to the expect distribution Eq. (3.14). The fit is in
agreement with the data. At low time separations a “hole” is apparent, which is excluded
from the fit range. The reason for the missing information is either the double-hit resolution
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Fig. 4.18: Exemplary event separation histogram for the HIPPI 2008 data. The
red line is a fit to Eq. (3.14).

of the TDC and the size of the time window used to determine coincidence events at the
MCP and diamond detector. Any multiple events occurring within the time span of the
coincidence window are considered ambiguous and are discarded.





Chapter 5

System Tests and Measurements

The experimental setup described in this work cannot perform measurements simultane-
ously with other experiments which request beam from the high-current injector. Settings
of the gas pressure and high-current slits at the stripper section, to attenuate the primary
high-current beam, do not allow for selective adjustment of individual virtual accelerator
targets. Hence, the global nature of the attenuation settings turn the experimental setup
into an exclusive measurement. In the following, the measurement procedure, and in par-
ticular the attenuation settings, will be outlined. The chapter continues with a discussion
of selected data sets recorded using the TOF setup and closes with the first recorded data
using the mono-crystalline-diamond detector setup.

5.1 Measurement Procedure

Typically1 a measurement comprises three parts.

• Find appropriate attenuation settings of the beam.

• Set parameters of measurement setup (TOF or MC diamond).

• Run data acquisition.

The TOF setup relies upon well-defined threshold settings for the MCP discriminator and
to a lesser extent the threshold settings of the PC diamond discriminator. Furthermore,
the supply voltages of the PC diamond detector and the MCP module are set via the DAQ

1In case of machine experiments the first step is to prepare a beam if required.

85
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frontend (see Sec. 4.1.3). In contrast, the SC diamond setup relies upon the supply voltage
of the detector and appropriate vertical and horizontal range settings of the oscilloscope.

After the attenuation of the beam is accomplished and parameters are set, the modules
are exposed to the beam via pneumatic feed-throughs and the data acquisition is started.
Depending on the beam configuration, the targeted event count and measurement method,
measurement times typically range between 15 minutes to several hours per phase-space
recording.

Because of their importance, the attenuation procedures are covered, as well as the deter-
mination of the MCP discriminator values.

5.1.1 Attenuation Settings

As discussed in Section 3.4, reconstruction of the longitudinal phase space distribution
requires unambiguous single-particle coincidences in case of the TOF measurement. With
the beam containing about up to 109 particles per bunch, a mechanism to attenuate the
particle flux entering the device is strictly necessary. Otherwise, without a sufficiently
diluted particle rate on the bunch time scale, most of the timing signals of the two detectors
cannot be unambiguously connected to a certain event.

Furthermore, the heating power of the beam scales with the nuclear charge of the ion beam,
the particles per unit time, the macro-pulse length and the thickness of the foils. Since
fabrication processes do not allow for significantly thinner foil targets than those installed
in the experimental setup, beam attenuation is strictly necessary to prevent the tantalum
foil from melting. A common beam of several milliamperes at typical macro-pulse lengths
would immediately destroy the thin foil.

Low-Current Beams. When measuring low beam currents, much smaller than 1 mA,
space-charge effects during acceleration and transport of the ion beam, leading to emittance
blow-up, are negligible. In this case it is feasible to attenuate the beam in front of the RFQ
entrance (see Fig. 2.9) by using a transverse defocusing configuration at the quadrupole
magnets. The imposed extended transverse beam spread leads to a reduced transmission
due to the limiting transverse acceptance of the RFQ structure. This is a typical setting to
provide a test environment for the measurement setup.

Intermediate- to High-Current Beams. At high-intensity beam currents of several mil-
liamperes, space-charge effects play a major role. Non-linear space-charge forces result in
an increasing emittance after a drift. Attenuation must therefore accomplished as close to
the entrance of the measurement setup as possible.

Several methods are used in combination to achieve a well-adjusted incoming beam. The
gas stripper (see Sec. 2.8 and Fig. 2.10), for generation of higher charge states, and the
following chicane, for charge-state separation preceding the Alvarez structures, are leveraged
to reduce the number of particles impinging on the tantalum foil down to several tens of
microamperes. For a detailed technical drawing of the stripper/chicane section, see Fig. 3.4.
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Depending on the ion species and beam intensity, individual settings are necessary for a well
adapted bunch entrance current is required. Viable parameters, in case of high-intensity
measurements, are the pressure of the gas jet (US2VK1), selection of a certain charge
state via dipole adjustment (US3MK1) and slit settings (US3DS4/5). The pressure of the
gas stripper affects the charge distribution after stripping, whereas the slits are used to
geometrically shadow large parts of the beam close to the device entrance. Section 5.2.2
and 5.2.3 investigate the effect of the attenuation on the measured phase-space distribution.

5.1.2 MCP - Voltage and Discrimination Threshold

A crucial component of the achievable time resolution is the correct setting of discrimination
thresholds which assigns timings to detector pulses. MCP signal shapes inherently feature
a broad pulse-height distribution (see Sec. 3.3.1). Additionally, distorted rising edges have
been experienced and will be discussed in 7.4.1. In order to decide on reasonable settings for
MCP front voltage and discriminator thresholds, a measurement varying both parameters
has been performed.

A stable low-current 40Ar10+ beam served as test distribution. Under variation of discrimi-
nator thresholds and applied voltages to the MCP front side, the spread in TOF has been
evaluated. Extraction of the covariance and mean values has been performed using the
robust MCD estimator, according to Sec. 4.3.1. The evaluated data is shown in Fig. 5.1.
Error bars reflect the statistical uncertainty of the robust estimator. A general trend to-
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Fig. 5.1: MCP discrimination performance at different MCP front voltages and discrimi-
nator thresholds. The measurement is based on a low-current 40Ar10+ beam.

wards measuring smaller TOF spreads at higher MCP front voltages is evident. The lowest
three threshold configurations agree within the statistical uncertainty. Larger thresholds
result in significantly larger measured energy spreads. Hence, it is reasonable to apply a
MCP front voltage of 2 kV and keep thresholds below -100 mV/-200 mV (upper/lower
threshold). These settings define a stable operating region.

The poly-crystalline diamond detector, in contrast, features a significantly smaller pulse-
height distribution, where a low threshold level above noise floor is reasonable.
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5.2 Time-of-Flight

5.2.1 Sensitivity on Different Phase-Space Distributions

This section investigates the sensitivity of the TOF setup on different phase-space distribu-
tions. A straightforward way to prepare significantly different phase-space distributions is
detuning of the synchronous phase φs at the IH cavities. The test beam was a low-current
40Ar1→10+ beam. Appropriate attenuation has been performed at the RFQ entrance using a
defocusing setting of the quadrupole doublet. This resulted in an entrance current of about
20 µA. Furthermore, the gas pressure of the stripper was set to 2.8 bar, high-current slits
have been open at ±15mm (DS4) and ±5mm (DS5).

Reference phase settings for the IH cavities are calculated as a function of the ion mass to
charge state ratio A/q. In case of argon, references phases are set to 189○ IH1 and 199○
at IH2. Detuning of the last IH stage was performed in steps of 5○ from 199○ to 219○. As
described in Sec. 2.5.3 and Sec. 2.6, KONUS beam dynamics is sensitive to the adjustment
of the synchronous phase φs. By detuning the synchronous phase, significantly different
phase-spaces are to be expected, in particular, an increase of the emittance.

The longitudinal phase spaces have been recorded with the TOF setup. Figure 5.2 shows
the two-dimensional distributions and the corresponding projected bunch structures. To
be visually comparable, the axes ranges are identical. The phase spaces are spanned by
the relative energy deviation ∆E/⟨E⟩, with β = 5.5%, versus the time arrival of the ion
at the diamond detector tdia with respect to the UNILAC RF trf . An orange symbol
marks the calculated centre location of the reference phase space for comparison. Other
phase-space centre locations are denoted by a white symbol . The arrival time of has been
consistently shifted so that the reference phase space is centred at zero. Hence, other phase
spaces indicate the relative arrival time.

Ellipses plotted on top of the phase space represent either cut regions or covariance
ellipses - . This nomenclature will be kept in the following sections.

• Red dashed ellipses represent the scaled first-shot RMS ellipse of the robust MCD
estimator as discussed in Sec. 4.3.1.

• The red solid ellipse is the covariance ellipse calculated from the robust estimator
and is considered the relevant estimation of the location and covariance matrix.

• As particles exist in trailings, not included in the displayed range, a plain classical
estimator, acting on the full data set, provides much larger covariance ellipses. Those
ellipses are drawn with a black dashed line .

Important values calculated using the MCD estimator are listed in Tab. 5.1. When moving
away from the synchronous phase towards larger phases, the populated phase space in-
creases. This can be clearly seen from the distributions in Fig. 5.2 and matches the steadily
increasing emittance values in Tab. 5.1. Also, for larger deviations from the synchronous
phase, the mean energy drops. In case of φs = 219○ the mean energy drops about about 2%
as listed in Tab. 5.1 with ∆E⟨E⟩=-17.92 mrad. At the same time, the bunch arrives later. The

drift of the bunch after leaving the IH section to the diamond detector is about 10 m (see
Fig. 3.3). Without further accelerating or bunching structures, this requires a qualitative
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Fig. 5.2: Longitudinal argon phase-space data of detuned IH2 cavities recorded using the
TOF setup.
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Tab. 5.1: Estimator values (MCD) of phase-space data shown in Fig. 5.2.

φs ⟨tarr⟩ ⟨∆E

⟨E⟩
⟩ σtarr

σ∆E

⟨E⟩

cov εrms α

(deg) (ns) (mrad) (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

199 0.0 0.0 0.43 13.69 -3.35 4.84 0.69

204 0.41 2.84 0.63 12.90 -3.50 7.4 0.47

209 2.37 -1.25 0.82 14.10 -4.58 10.52 0.43

214 7.27 -11.48 1.99 13.66 -11.62 24.56 0.47

219 9.78 -17.92 3.67 13.66 -31.87 38.57 0.82

∆mcd < 0.19 < 0.42 < 0.12 < 0.59 < 1.6 < 0.60 < 0.05
correlation which is reflected by the measurement. On the other hand, the emittance scales
about linearly with the bunch length, whereas the energy spread stays about constant. This
is noteworthy, as one could expect a larger energy spread to be responsible for a larger bunch
length after a drift. Most noticeable is the deformation of the bunch structure. Initially, at
φs = 199○, the bunch has an almost Gaussian, but slightly asymmetric, longitudinal density
distribution. By deviating from the reference synchronous phase a multi-peak forms struc-
ture for φs = 214○,219○. To this point, sensitivity on the centre phase and centre energy is
evident. While the bunch structure can be resolved the constant energy spread does not
hint a fine energy resolution beyond the centre energy.

5.2.2 Variation of Stripper Pressure

In this section, the influence of the stripper pressure on the measurement is studied. As test
beam an argon beam (US2DT5=4.3 mA) has been used. The pressure of the gas stripper,
see Sec. 3.2.1, has been varied from 2000 mbar to 1000 mbar in steps of 200 mbar and
additionally at 500 mbar to fill the gap to lower pressures. To account for different count
rates of the measurements, the macro-pulse duration has been adjusted from 50 µs to 300 µs
at a constant macro-pulse repetition rate of 1 Hz, which is considered to have no significant
influence on the bunch phase-space distribution. Other parameters are kept constant among
the different measurements. The high-current slits have been set fixed at typical UNILAC
operation settings ±15 mm (DS4) and ±6 mm (DS5).

At high currents it is difficult to attenuate the beam without using a very small slit open-
ing. If the charge-state distribution features a suppressed charge state with an appropriate
current entering the measurement device, this one can be used as an attenuation approach.
An appropriate charge state should also provide a current which is high enough to produce
a practicable count rate. Otherwise, slits must be adjusted also. The given beam configu-
ration fortunately provided a good candidate of a suppressed charge state with 40Ar14+ at a
equilibrium charge-state of 10+, the most prominent peak in the charge-state distribution.
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Recorded longitudinal phase spaces are depicted in Fig. 5.3. The gas pressure has been
varied from 2000 mbar to lower pressures from to top to bottom. Horizontal axes rep-
resent the arrival time of the ions at the diamond detector with respect to the UNILAC
RF. The vertical phase-space axis represents the energy by means of the relative energy
deviation and a reference energy corresponding to β = 5.5%. Recorded timings have been
consistently shifted, so that the reference phase space at 2000 mbar is centred at (0,0). On
the right column, the bunch structure is featured which includes all events contained in the
scaled first-shot covariance ellipse on the left side. Additionally, the profile of the 2000 mbar
reference is plotted as a grey profile, rescaled to match the event count of the respective his-
togram. This allows easy comparison of the bunch structures with the reference histogram.
Estimator and derived values are listed in Tab. 5.2.

The reference phase space at 2000 mbar features an asymmetric bunch structure with an
RMS width of about 2 ns. As the gas pressure is lowered to 1760 mbar, a two-peak bunch
structure evolves. This structure remains for lower pressures until the high-energy peak
merges with the low-energetic peak at about 970 mbar. At 470 mbar only one peak exists
along with a pronounced low-energetic tail of late arrival times. As the gas pressure is
lowered, the mean energy rises and the bunch arrives earlier. Also, the energy spread
through straggling at the gas jet gets smaller and, consequently, the bunch length decreases
which in turn results in a smaller emittance. This behaviour is expected and is reflected
by the extracted estimator data as listed in Tab. 5.2. However, at around 1170 mbar
and below this trend is reversed. Covariances and Twiss-α values also follow this trend
with a minimum around a stripper pressure of about 1400 mbar. The estimator values
are significantly affected by the trailing particles being more pronounced towards lower
pressures in this configuration. The trailings are not considered to be a direct result of the
stripper pressure. Instead, it is to assume that the horizontal radii of the bunch trajectories
at the dipole section, resulting from the pressure-dependent energy losses inside the gas
jet, may give rise to an enhanced interaction of bunch ions with the high-current slits.
This motivates dedicated measurements to study the effect of the high-current slits on the
longitudinal phase-space distribution of the next section.
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Tab. 5.2: Estimator values (MCD) of phase-space data shown in Fig. 5.3.

Pressure ⟨tarr⟩ ⟨∆E

⟨E⟩
⟩ σtarr

σ∆E

⟨E⟩

cov εrms α

(mbar) (ns) (mrad) (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

2000 0.0 0.0 2.04 14.22 -18.78 22.22 0.85

1760 -0.15 1.58 1.81 13.78 -15.31 19.69 0.78

1560 -0.12 2.50 1.78 13.48 -14.38 19.13 0.75

1400 -0.14 3.20 1.72 13.13 -12.91 18.50 0.70

1170 -0.34 2.66 1.80 13.73 -14.81 19.73 0.75

970 -0.36 2.97 1.71 13.68 -13.31 19.20 0.69

470 0.03 0.87 1.90 16.78 -19.98 24.83 0.80

∆mcd < 0.02 < 0.4 < 0.04 < 0.16 < 0.65 < 0.26 < 0.03
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Fig. 5.3: Longitudinal phase-space distributions varying pressures at the gas-stripper nozzle
recorded with the TOF setup.
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5.2.3 Variation of High-Current Slits

Section 5.2.2 hinted an unexpected influence of the high-current slits on the longitudinal
phase-space distribution. Limiting the transverse geometric trajectories of particles is one
way to attenuate the beam. By symmetric openings, with respect to the horizontal beam
axis, parts of the beam are scraped off the beam distribution. At the given beam energies
of about 1.4 AMeV ions have a typical range in matter of several micrometers only. Due to
the short range in matter, the assumption has been that ions either pass the slit opening
unaffected or are absorbed at the slit geometry. A dedicated measurement has been per-
formed with different high-current slit settings. For comparison with the measurements in
Sec. 5.2.2, an identical high-current injector setup has been targeted. The high charge-state
40Ar14+ served as primary beam attenuation at stripper pressure of 2000 mbar. Of both
charge-separating high-current slits US3DS4 and US3DS5, see Sec. 3.2.1, the slit DS5 closer
to the measurement has been varied, whereas DS4 is fixed at an open setting ±15 mm.

In the following, longitudinal phase-space measurements with different symmetric slit set-
tings of US3DS5 have been performed using the TOF setup. The slit openings have been
±5 mm to ±1 mm in steps of 1 mm and a slit opening of ±0.5 mm, which is the smallest
possible slit setting. To account for the high dynamics in count rate at different slit settings,
the macro-pulse length has been adjusted between 50 µs to 250 µs and the macro-pulse rep-
etition rate between 1 Hz and 2 Hz. This procedure is not considered to have an influence
on the six-dimensional phase space of the bunches. Longitudinal phase-space distributions
and corresponding bunch structure are given in Fig. 5.4. The bunch structures are based
on all events contained in the corresponding scaled first-shot ellipse. Axes scalings are kept
from the previous section. Horizontal axes represent the arrival time of the ions at the di-
amond detector with respect to the UNILAC RF. The vertical phase-space axis represents
the energy by means of the relative energy deviation and a reference energy corresponding
to β = 5.5%. Recorded timings are consistently shifted, so that the reference phase space at
2000 mbar is centred at (0,0). The bunch-structure data additionally features a normalised,
grey profile of the reference bunch structure for easy comparison.

Comparing the reference phase space to the one in Sec. 5.2.2 shows a good agreement. The
corresponding bunch structure also agrees in the characteristic shape. Minor deviations are
expected after a readjustment of the accelerator settings. Also estimator values agree to
large extent. The larger bunch length correlates with a slightly higher energy spread.

Comparison of the first four measurements with slit openings from ±5 mm to ±2 mm
reveals no significant deviations of the longitudinal phase-space distribution and the bunch
structure. The estimator numbers hint a small increase in energy spread towards a smaller
slit opening but this does not noticeably affect the bunch length due to the short drift
of about 1.6 m between slits and measurement device. A slit setting of ±1 mm shows a
clear distortion of the bunch structure. While the edge of the faster ions matches with the
reference distribution, a second peak evolves at the end of the bunch as some ions arrive
later compared to the previous slit settings. This is reflected by the data in Tab. 5.4, with
a larger bunch length of about 10% accompanied by an increased energy spread. The phase
space of the narrowest possible slit setting at ±0.5 mm is shown in the bottom row of Fig. 5.4.
This phase space noticeably depletes near the center which results in two pronounced peaks
of the bunch structure. Again, the edge of early-arriving ions is sustained for the most part.
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The second peak forms around the original edge of the reference bunch structure and the
bunch length is significantly enlarged by about 21% over the reference bunch structure.

By closing the high-current slits US3DS5 from ±5 mm to ±0.5 mm the longitudinal energy
spread gradually increases. At the time same the bunch structure does not significantly
change within the range ±5 mm and ±2 mm. Further closing the slits results in a pronounced
two-peak structure of the longitudinal phase projection and a significantly enlarged bunch
length. Also, by closing the slits the energy centre is shifted to lower energies which matches
the later arrival times of the bunches. The magnitude of the covariance gradually increases
from ≈-21 mrad⋅ns to ≈-31 mrad⋅ns, whereas the RMS emittance does not vary with a slit
setting down to ±2 mm and increases about 20% for smaller slit openings. The Twiss-α
gradually increases from 0.8 to 1.0 towards smaller slit settings.

The depleted center of the bunch structure may originate from scattering of a fraction of
particle at the slit geometries. Thereby an energy shift to lower energies may occur, which
is supported by the increasing energy spread and the trend of the energy centre. Those
particle arrive later at the Particles that pass the slit without interaction are Attenuation
via high-current slits may significantly influence the longitudinal phase space for very small
openings. TODO:Again, energy width is larger than expected and Twiss-α is too low.

Tab. 5.3: Estimator values (MCD) of phase-space data shown in Fig. 5.4.

Slit DS5 ⟨tarr⟩ ⟨∆E

⟨E⟩
⟩ σtarr

σ∆E

⟨E⟩

cov εrms α

(mm) (ns) (mrad) (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

±5 0.0 0.0 2.25 14.64 -20.82 25.41 0.82

±4 0.06 -0.82 2.22 14.93 -21.07 25.71 0.82

±3 -0.05 -0.77 2.25 14.99 -21.92 25.54 0.86

±2 -0.08 -1.28 2.24 15.23 -22.45 25.74 0.87

±1 0.06 -1.25 2.51 15.61 -27.00 28.48 0.95

±0.5 0.20 -0.90 2.71 15.97 -30.75 30.59 1.00

∆mcd < 0.005 < 0.39 < 0.06 < 0.18 < 2.02 < 0.05 < 0.067
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Fig. 5.4: Longitudinal phase-space recordings of different high-current slit (DS5) openings
using the TOF setup.
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5.2.4 High-Current Argon Data (HIPPI Campaign)

TODO include citation [58]
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Fig. 5.5: High-current argon measurement for the HIPPI collaboration. A high amount
of ≈ 6.0 × 104 events allowed to evaluate the robust MCD estimator for different macro-
pulse sections. The macro-pulse section taken into account is depicted in the event-density
histogram right of the bunch structures.
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Tab. 5.4: Estimator values (MCD) of the HIPPI phase-space data shown in Fig. 5.5.

Section ⟨tarr⟩ ⟨∆E

⟨E⟩
⟩ σtarr

σ∆E

⟨E⟩

cov εrms α

(Macro-pulse) (ns) (mrad) (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

(1/4) 10.89 -1.70 2.05 15.16 -17.42 25.81 0.67

(2/4) 10.81 -0.66 1.97 15.70 -16.64 26.08 0.64

(3/4) 10.72 0.42 1.98 15.79 -15.96 26.89 0.59

(4/4) 10.72 0.92 1.95 16.16 -15.95 27.32 0.58

∆mcd < 0.01 < 0.23 < 0.04 < 0.19 < 0.87 < 0.17 < 0.04
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5.3 Calorimetric Measurements with Mono-Crystalline Diamond

The preceding sections covered time-of-flight measurements using a MCP detector and a
poly-crystalline diamond detector. This section discusses the first recorded data with the
mono-crystalline diamond detector, described in Sec. 4.2, and comprises a samarium and
an argon recording. In particular, a first evaluation of the measurement chain, i. e. detector
and DAQ, is targeted.

152Sm20+ Measurement. A low-current samarium beam has been attenuated by defocus-
ing quadrupole settings at the RFQ cavity, as described in Sec. 5.1.1. Figure 5.6 shows
the recorded 152Sm20+ phase-space data. The energy axis is a linear mapping of the pulse-
integral information. Determination of the phase-space center via the robust MCD esti-
mator allows for linear calibration of the energy by assigning the expected kinetic energy
corresponding to the design machine β ≈ 0.055 to it. The measurement contains 104 events
which equals a measurement duration of about 3 hours with the current DAQ at a macro-
pulse repetition rate of 1 Hz.
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Fig. 5.6: Samarium phase-space data recorded with the mono-crystalline diamond using
the pulse-integral information and linear energy calibration. The ellipses are the scaled
first-shot ellipse (red dashed), the robust estimator ellipse (red) and the classical estimator
(black) applied to events inside scaled first-shot ellipse.

It is evident from the recorded distribution that the core phase space, inside the SFSE,
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Tab. 5.5

Tab. 5.5: Robust estimator values (MCD) of the samarium phase-space
data shown in Fig. 5.6.

152Sm20+ σtarr
σ∆E

⟨E⟩

cov εrms α

MC Diamond (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

Integration 0.57 13.52 -1.39 7.52 0.18

Pulse Height 0.52 30.18 -1.30 15.45 0.08

∆mcd < 0.03 < 1.16 < 0.04 < 0.11 < 0.005

Ekin = mu

2

d2

(t + t⟨β⟩)2 =
mu

2

1

( t
d
+

1
βc
)2 (5.1)

Tab. 5.6: Robust estimator values (MCD) of the argon phase-space
data shown in Fig. 5.11.

40Ar10+ σtarr
σ∆E

⟨E⟩

cov εrms α

MC Diamond (ns) (mrad) (mrad⋅ns) (mrad⋅ns)

Integration 2.26 21.24 -20.16 43.54 0.46

Pulse Height 2.22 36.32 -12.73 79.63 0.16

∆mcd < 0.03 < 0.21 < 0.54 < 0.20 < 0.01
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Fig. 5.7: Different representation of the recorded samarium data. Plot shows the pulse
height vs. the pulse integral, both in linear energy calibration. Plot shows the kinetic
energy via the pulse-integral information vs. the arrival time at the mono-crystalline dia-
mond detector. Coloured events of both plots correspond to each other and are defined by
certain cuts (see text).
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Chapter 6

Influence of Finite Resolution on
Twiss Parameters

6.1 Introduction

Measurements in chapter 5 consistently have a energy spread ∆E/⟨E⟩ and a significantly
lower correlation α as expected. While a reference measurement with another device does
not exist, an energy spread close to 1% in case of high-current beam settings. As described
in chapter 7, systematic uncertainties lead to a limitation in resolution. With the lack of a
monochromatic reference beam, direct access to the response function of the whole setup is
not available. In this chapter a Gaussian model space is used for the longitudinal particle
density distribution. Together with the response function, which is also considered to be
of Gaussian type, this allows an analytic approach to investigate the consequences of the
limiting resolution during the measurement process.

6.2 Gaussian Model Space

A common model to describe the phase spaces in transverse and longitudinal degree of
freedom in accelerator physics are Gaussian density distributions. The integral parameters
used to define those distributions is the RMS emittance ε and the Twiss parameters {α,β, γ}
based on central statistical moments as explained in Sec. 2.3. For simplicit, the degrees of
freedom will, in the following, be denoted as x and y whereas we have x for the phase
or equivalent and y represents the energy or momentum. With this parameterisation, a
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Fig. 6.1: Expected high current density distribution for 238U at the measurement setup as
shown in Fig. 7.11 for Twiss parameter α = 4.3, β = 1.65 ns/mrad, γ = 11.84 mrad/ns and
ε = 1.36 ns⋅mrad in Eq. (6.1).

general Gaussian 2-dimensional probability distribution is given by

G(x, y;α,β, γ, ε) = 1

2πε
e− 1

2ε
(γ x2+2αxy+β y2) . (6.1)

6.2.1 1-dimensional Convolution

Taking into account the expected beam energy width (RMS) ∆E⟨E⟩ of about 1% which cor-

responds to a ∆trms of about 240 ps TODO:REF and common bunch lengths (RMS) of
larger than 1 ns, it is clear that Time-of-flight requires a much more precise measurement
compared to the bunch structure for a direct measurement of the 2-dim longitudinal phase
space. A limited time resolution in the TOF will therefore have a much larger impact on
the phase space representation compared to an equally absolute timing deficiency in the
bunch structure measurement. This suggests that we will restrict ourselves to the TOF
degree of freedom and convolve the phase space distribution Eq. (6.1) with the Gaussian
response function

gresy (y;σres,y, µ) = 1√
2π σres,y

e
− (y−µ)2

2σ2
res,y (6.2)
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Fig. 6.2: 40Ar10+ Phase space density dis-
tribution from Fig. 7.11 at 7.1 mA. The yel-
low ellipse marks the RMS Twiss ellipse.
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Fig. 6.3: Phase space from Fig. 6.2 con-
volved in vertical axis with two times the
rms width σx=0

y = √ε/β of the original dis-
tribution at x=0.

which writes as

(gresy ○G) (x, y) = +∞∫−∞ dz G(x, y;α,β, γ, ε) g(y − z;σres,y, µ = 0) =
1

2πε
√
2πσres,y

+∞
∫−∞ dz e

− 1
2ε
(γ x2+2αxz+β z2)− (y−z)2

2σ2
res,y .

Taking the constant factor, with respect to the integration variable z, out of the integral
and rearranging the exponent in terms of z and z2

(gresy ○G) (x, y) = 1

2πε
√
2πσres,y

e
−( γx2

2ε
+ y2

2σ2
res,y

) +∞∫−∞ dz e
−( β

2ε
+ 1

2σ2
res,y

)z2+( y

σ2
res,y

−αx
ε
)z

allows completion of the square of the exponent. The evaluation of the integral becomes
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Fig. 6.4: Twiss parameter β′ and γ′ after 1-dimensional convolution with the Gaussian
response function Eq. (6.2), that represents the limited resolution. The transformed Twiss
parameters are plotted by means of the width of the response function which is denoted
on the abscissa by multiples of the waist σx=0

y of the longitudinal phase space distribution
at x = 0. The original parameterisation is taken from the uranium start configuration as
shown in Fig. 7.11. As a special point, the projected width of the momentum distribution
σy is marked as dashed vertical line. In this case the width of the response function is as
large as the expected beam energy width.

trivial using the well-known Gaussian integral ∫ ∞−∞ dx exp (−αx2) =√π/α.

(gresy ○G) (x, y) = 1

2πε
√
2πσres,y

e

−( γx2

2ε
+ y2

2σ2
res,y

)+ 1
2

⎛
⎝

y

σ2
res,y

−αx
ε

⎞
⎠
2

β
ε + 1

σ2
res,y

×

+∞
∫−∞ dz e

− 1
2
(β

ε
+ 1

σ2
res,y

)⎛⎜⎜⎜⎝z−
⎛
⎝

y

σ2
res,y

−αx
ε

⎞
⎠

β
ε + 1

σ2
res,y

⎞⎟⎟⎟⎠

2

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶¿ÁÁÀ 2π
β
ε + 1

σ2
res,y

Eventually, the phase space convoluted in y and denoted by G′(x, y;α′, β′, γ′, ε′) is repre-
sented by

(gresy ○G) (x, y) = 1

2πεσres,y

√
β
ε
+

1
σ2
res,y

e

−( γx2

2ε
+ y2

2σ2
res,y

)+ 1
2

⎛
⎝

y

σ2
res,y

−αx
ε

⎞
⎠
2

β
ε + 1

σ2
res,y . (6.3)
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We see that the Gaussian phase space parameterisation is form-invariant under convolution
with a Gaussian response function and thus, after expansion of the exponent in Eq. (6.3),
the transformed Twiss parameters can be extracted via comparison to G’:

G′(x, y;α′, β′, γ′, ε′) = 1

2πε′ e
− 1

2ε′ (γ′ x2+2α′ xy+β′ y2) != (gresy ○G) (x, y). (6.4)
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Transformed Twiss parameters are listed primed.

ε′ = ε
√

1 + σ2
res,y

β

ε
(6.5)

α′ = α√
1 + σ2

res,y
β
ε

= α( ε
ε′) (6.6)

β′ = β√
1 + σ2

res,y
β
ε

= β ( ε
ε′) (6.7)

γ′ = γ +
σ2
res,y

ε√
1 + σ2

res,y
β
ε

= (γ + σ2
res,y

ε
)( ε

ε′) (6.8)

It is easy to very that

1 = β′γ′ − α′2 (6.9)

is still valid1 To investigate the transformed Twiss parameters Eqs. (6.5)-(6.8), the uranium
phase space distribution from (7.11) is taken as a reference. The transformed values of
are plotted against multiples of the vertical beam waist standard deviation σx=0

y . The
corresponding plots are shown in Fig. 6.4 and 6.5. Of major importance to j

γ′ = γ
√

1 + σ2
res,y

β

ε
−
σ2
res,y

ε

α2√
1 + σ2

res,y
β
ε

= γ ( ε
ε′) − α2σ2

res,y ( ε′ε2) (6.10)

6.2.2 2-dimensional Convolution

For Gaussian error contribution in both longitudinal degrees of freedom the corresponding
transformation is provided by the two-dimensional convolution of the undisturbed phase
space G(x, y) Eq. (6.1) with the Gaussian distribution (gresx ⋅ gresy ) that represents the
limited resolution in both degree of freedom.

((gresx ⋅ gresy ) ○G) (x, y) = 1(2π)2εσres,xσres,y
+∞
∬−∞ dq dp e

− 1
2ε
(γ q2+2αq p+β p2)− (x−q)2

2σ2
res,x

− (y−p)2
2σ2

res,y =
1

2πε′′ e
− 1

2ε′′ (γ′′ x2+2α′′ xy+β′′ y2) = G′′(x, y;α′′, β′′, γ′′, ε′′) (6.11)

The integration of (6.11) and equating the coefficients with respect to G(x, y) provides the
Twiss parameters (double primed) after taking account a limited resolution in either degree

1Which is a requirement if {α′, β′, γ′} are Twiss parametes.
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of freedom. Non-primed Twiss parameters are associated with the undisturbed phase space.

ε′′ = ε
√
(1 + σ2

res,x

γ

ε
)(1 + σ2

res,y

β

ε
) − (σres,xσres,yα

ε
)2 (6.12)

α′′ = α√(1 + σ2
res,x

γ
ε
) (1 + σ2

res,y
β
ε
) − (σres,xσres,y α

ε
)2 = α(

ε

ε′′) (6.13)

β′′ = β +
σ2
res,x

ε√(1 + σ2
res,x

γ
ε
) (1 + σ2

res,y
β
ε
) − (σres,xσres,y α

ε
)2 = (β +

σ2
res,x

ε
)( ε

ε′′) (6.14)

γ′′ = γ +
σ2
res,y

ε√(1 + σ2
res,x

γ
ε
) (1 + σ2

res,y
β
ε
) − (σres,xσres,y α

ε
)2 = (γ +

σ2
res,y

ε
)( ε

ε′′) (6.15)

(6.16)

It is easy to verify that β′′γ′′ − α′′2 = 1 is still valid as required.

ε = ε′
√

1 − σ2
res,y

β′
ε′ (6.17)

α = α′√
1 − σ2

res,y
β′
ε′

(6.18)

β = β′√
1 − σ2

res,y
β′
ε′

(6.19)

γ = γ′ − σ2
res,y

ε′√
1 − σ2

res,y
β′
ε′

(6.20)

To fulfill the backward transformation between the primed and non-primed parametrisation√
1 + σ2

res,y

β

ε
⋅

√
1 − σ2

res,y

β′
ε′

!= 1 (6.21)

is strictly required and can be verified easily.
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ε = ε′′
√
(1 − σ2

res,x

γ′′
ε′′ )(1 − σ2

res,y

β′′
ε′′ ) − (σres,xσres,yα

′′
ε′′ )

2

(6.22)

α = α′′ (ε′′
ε
) = α′′√(1 − σ2

res,x
γ′′
ε′′ ) (1 − σ2

res,y
β′′
ε′′ ) − (σres,xσres,y α′′

ε′′ )2
(6.23)

β = (β′′ − σ2
res,x

ε′′ )(ε
′′
ε
) = β′′ − σ2

res,x

ε′′√(1 − σ2
res,x

γ′′
ε′′ ) (1 − σ2

res,y
β′′
ε′′ ) − (σres,xσres,y α′′

ε′′ )2
(6.24)

γ = (γ′′ − σ2
res,y

ε′′ )(ε
′′
ε
) = γ′′ − σ2

res,y

ε′′√(1 − σ2
res,x

γ′′
ε′′ ) (1 − σ2

res,y
β′′
ε′′ ) − (σres,xσres,y α′′

ε′′ )2
(6.25)

(6.26)

√
(1 + σ2

res,x

γ

ε
)(1 + σ2

res,y

β

ε
) − (σres,xσres,yα

ε
)2

×

√
(1 − σ2

res,x

γ′′
ε′′ )(1 − σ2

res,y

β′′
ε′′ ) − (σres,xσres,yα

′′
ε′′ )

2
!= 1 (6.27)



Chapter 7

Systematic Effects on Resolution

TODO.ELEMENTS.WITH.ENTRANCE.ORDER. A reliable measurement setup requires
reasonable access to sources of intrinsic uncertainties and systematic error contributions
to get a quantified measure of the achievable resolution. While this holds true for all
experimental setups and measurement instrumentation in general, it is most important if
at least one component of the setup has a maximum resolution performance close to the
minimum resolution required. This is not necessarily based on bad design decisions, but
often represents a challenge due to available hardware.

To estimate the required resolution of the momentum/energy measurement via time-of-
flight (TOF), it is helpful to take a closer look at the expected beam parameters in question.
Longitudinal phase space distributions downstream from the High Current Injector (HSI,
see Fig. 2.9) right after the first stripper section (Fig. 3.3) are expected to have an RMS
energy spread σE of about 1% with respect to the mean particle energy ⟨E⟩ of about
1.4 AMeV [74]. Since the setup is based on timing measurements, the accuracy depends
on the timing performance of detectors and readout electronics. A particle of mean energy⟨E⟩ compared to a particle with energy of ⟨E⟩ + σE has an arrival time delay σt of

σt = t⟨E⟩ − t⟨E⟩+σE

σE⟨E⟩≪1≈ σE⟨E⟩ ⋅ ltof

2c ⟨β⟩ . (see Sec. 4.1.5) (7.1)

Due to the limited space at the UNILAC site, the detector separation for the TOF measure-
ment is about 800 mm which results in σt ≈ 240 ps. Figure 7.1 shows the relation of σt with
respect to the drift length ltof under the conditions stated above. Assuming a Gaussian
energy distribution and a Gaussian function of the system response, an estimate on the
impact of a resolution on the measurement can be made. In the following, the real width

115
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Fig. 7.1: The RMS difference in TOF σt between a particle
of mean energy ⟨E⟩ = 1.4 AMeV and a particle with an
energy of ⟨E⟩ + σE is plotted versus the drift length ltof . A
longitudinal energy distribution with an RMS energy spread
of 1% is assumed. The dashed lines mark the current TOF
detector separation of a) 800 mm, a hypothetical drift length
of b) 2 m with σ2m

t and a drift length of c) about 3.3 m which
would correspond to a much more relaxed σ3.3m

t of 1 ns.

of the arrival time distribution is denoted by σt, whereas the width of the system response
function is denoted by σres

1. Consequently, the measured width σm is given by

σ2
m = σ2

t + σ
2
res , (7.2)

using the fact that convolving of Gaussian distributions effectively means to add their
variances. A relative error ferr can be defined as

ferr = ∆σ

σt
= σm − σt

σt
=
√
σ2
t + σ

2
res − σt

σt
. (7.3)

Generally, the allowed width of the system response σres, that corresponds to a certain
relative error ferr, is given by

σres

σt
=√(ferr + 1)2 − 1 (7.4)

and plotted in Fig. 7.2 as the fraction of σt. For the present experimental setup, a width
of σ1%

res ≤ 34 ps, representing the systems response, is required to reproduce the expected

1The subscript res and its meaning is kept in the following. It should be strengthened that it relates to
the system response and not to the resolution.



117

Asymp. behaviour σm → σres
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Fig. 7.2: The continuous line shows the maximum width
allowed for the system response σres to provide a relative er-
ror ferr, generalised by the fraction with respect to the real
width σt. For increasing ferr the actual energy distribution
becomes irrelevant and the measurement only represents
the response of the detector and readout electronics, such
that σm = σres, given by the dashed asymptote.

energy spread ∆E in a direct measurement within a relative resolution ferr of 1%. On
the other hand, aiming for an accuracy of 10% would allow a system response of up to
σ10%
res ≈ 110 ps. It should be noted that this considers only the precision of how well the

second momenta are represented by the measurement. Any details of the distribution of
smaller scale than σres cannot be resolved.

The measurement setup is an intercepting device, which means by definition that major in-
teraction between the particle distribution and the setup occurs. Since a significant amount
of the particle-device interaction is contributed by the attenuation mechanism, dissipative
effects are present prior to the actual measurement process between the two detectors.
Hence, meeting the time resolution of the detector and readout electronics alone is not
sufficient to provide a precise measurement. Moreover, all effects, i. e. interactions on the
beam and thus parameters of interest must be small compared to typical values of beam
parameters. This includes the accelerator setup necessary for the measurement procedure.

For the setup, we can coarsely differentiate between two classes of error contributions that
may lead to distortions of the original (unaffected) phase space distribution:

• Effects on real physical phase space distribution: {∆Ediss,i}
• Timing precision of electronic and detector components: {∆ti}

The effective uncertainty is given by means of RMS timing uncertainties ∆ti, where possible,
originating from different components of the measurement setup which in turn can be
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expressed as resulting uncertainties in energy observation ∆Ei in the classical limit

∆Ei ≈ d

dt
E(t)∣

t=t⟨E⟩
⋅∆ti = −2 E(t⟨E⟩)

t⟨E⟩ ∆ti = −2 ⟨E⟩
t⟨E⟩∆ti . (7.5)

Additionally, direct energy contributions of uncertainties ∆Ediss,i are imposed by dissipative
elements, e. g. as given by the energy spread introduced by both foils. Consequently, the
net relative uncertainty of a given set of sufficient uncorrelated contributions2 {∆Ediss,i}
and {∆ti} is calculated by

∆E⟨E⟩ ≈
¿ÁÁÁÀ( 2

t⟨E⟩)
2

∑{∆ti}
(∆ti)2 + 1⟨E⟩2 ∑{∆Ediss,i}

(∆Ediss,i)2 . (7.6)

Direct measurement of the net resolution would require a well-known reference beam and
sufficient small longitudinal energy spread. A perfect reference would be a quasi-monochromatic
beam with an energy spread of ∆E ≪ 1% ⟨E⟩, which provides direct access to the response
function and, thus, represents a measure of the net resolution. For the present situation
this option is not available. An α-source is not a feasible approach to simulate quasi-
monochromatic beam conditions due to the small solid angle of the setup.

In the following, components of the setup will be investigated in detail, focusing on a
measure of uncertainty contribution. Finally, the total uncertainty will be compared to the
measurement characteristics.

7.1 Tantalum Foil

Single-particle detection is accomplished by deflecting primary particles into the detector
acceptance. This is done by Coulomb scattering at a thin tantalum foil of 210 µg/cm2,
which corresponds to a thickness of ≈ 126 nm, mounted behind a cylindrical aperture with
a diameter of 2 mm (see Fig. A.1). Subsequently, scattered particles are selected by a
collimator under a small solid angle which provides an attenuation factor on the order of
108. For a detailed description, see Sec. 3.4.

This section covers several aspects concerning the impact of the tantalum foil on the mea-
surement precision. It includes the discussion of energy straggling of heavy-ion projectiles in
perfect foils and the more realistic assumption of variation of thickness TODO.EFF.CHARGE.EXCHANGE.
The section closes with a discussion of the possible impact of the transversal phase-space
distribution on the total scattering angle and, thus, different momentum transfers to the
target nucleus is covered.

2Slight but non-dominating correlated effects are for example the separation jitter due to the tilted alu-
minium foil inside the MCP module (Sec. 7.3.4) and the signal propagation time jitter on the diamond
electrode (Sec. 7.4.2.2).
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7.1.1 Electronic Stopping and Straggling

In addition to the specific mean energy shift of the incident beam particles when passing
through the tantalum foil, the statistical transfer of momentum to the electrons introduces
a broadening of the energy distribution. Electronic stopping in matter and the resulting
mean energy loss can be described by the well known Bethe-Bloch formula [75]

−
dE

dx
= 4πnz2

mec2β2
( e2

4πǫ0
)2 [ln(2me c

2 β2

I (1 − β2)) − β2] . (7.7)

The specific parameters are the projectile charge z, the electron number density n of the
target medium and the mean ionisation potential I. The mean ionisation potential I for a
certain target can be approximated [48] by

I ≈ (11 ± 3)Z eV, (7.8)

where Z is the target atomic charge number.

Themean energy shift is not a critical issue for the determination of the phase space and will
be covered in Sec. 7.7.1. Still, as a statistical process, fluctuations occur usually referenced
as (energy) straggling, sometimes called collisional straggling, which is not described by the
Bethe-Bloch equation. Such dissipative contributions affect the real phase and contribute
a component ∆Ediss,i to Eq. (7.6). Quantitative estimations of collisional straggling can be
received by Monte-Carlo simulation programs such as SRIM [49].
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Fig. 7.4: SRIM: Energy broadening RMS
after transmission through the Ta foil. Val-
ues are given in % with respect to the mean
energy ⟨E⟩. Error bars are connected to the
highly damped statistics, see text.

A SRIM calculation for nitrogen, argon, tantalum and uranium projectiles with 107 particles
each has been carried out to estimate the dissipative straggling contribution. The projectiles
were transmitted through a tantalum foil of 210 µg/cm2 which corresponds approximately
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to a thickness of 126 nm or roughly about 1300 atomic layers. The incident angle of the
projectiles was set to 1.25○ to match the real configuration. Only those particles were taken
into account which have been scattered into the given solid angle of 7.7×10−6 sr, sampled on
scattering angles θ from 0○ to 3.7○ in the laboratory frame. A laboratory angle of θ = 2.5○
represents the configuration of the measurement setup. Figure 7.3 shows the energy loss in
% with respect to the mean energy ⟨E⟩ for different angles of particle emission. The dashed
vertical line marks the measurement setup with an emission angle of 2.5○. The stopping
power −dE

dx
, i. e. the energy loss per unit distance, for uranium is larger than that of argon

and tantalum due to its higher charge z. Nevertheless, the overall energy loss is smaller
since the total energy of 333.2 MeV for uranium is much higher in comparison to that of
argon with 56 MeV. As seen from the data, the relative mean energy loss is estimated in
the range between 2.3% and 3%. Apart from the statistical error, represented by the error
bars, the semi-empirical SRIM code, as of 2010, claims to provide an overall model based
accuracy of about 5% (1-sigma) concerning the calculation of the stopping power [76].

For an estimate on the straggling contribution, it is useful to extract the transmitted particle
energy RMS value from the SRIM output. Fig. 7.4 shows the RMS values of nitrogen, argon,
tantalum and uranium projectiles with respect to the mean energy in % versus the emission
angle θ. The configuration of the setup is, again, marked by the dashed vertical line. Since
the particle data is evaluated by considering the geometry of the setup, and thus a very
small solid angle, the statistical error increases significantly with θ > 1.5○ For the statistic
error contribution, the number of events N is considered via σst⟨E⟩/√2(N − 1), according to

the statistical uncertainty of the classical estimator of the standard deviation [61] (p. 133).
The spread between the four ion species used in the simulation are confined within a relative
deviation of 30%. If the obtained values are related to the expected RMS energy spread
of 1% ⟨E⟩, it seems legitimate to consider the straggling contribution of about 13%. The
histograms of uranium and argon for an angle of θ = 1○ are shown in Fig. 7.5.

It should be noted that the simulation requires a very large number of primary particles
since the fraction of particles scattered into θ and solid angle ∆ω = 7.7×10−6 sr is connected
with a very small yield factor as shown in Fig. 3.15 and 3.17. As a result, significant
fluctuations for the RMS value of the electronic stopping occur above ≈ 1.5○ net emission
angle where statistics is low. At a scattering angle of 2.5○, at the given solid angle ∆ω, only
about 150 particles are available of the initial 107 particles. Hence, in favour for the better
statistics, the data of Fig. 7.5 shows the energy distributions for a scattering angle θ = 1○.
7.1.2 Inhomogeneity in Thickness and Texture

The tantalum foil of (210±10) µg/cm2 thickness installed in the collimator setup has been
manufactured at the GSI target laboratory by a rolling process. This thickness is considered
the lower limit which can be achieved by the process without disrupting the material. Rolled
foils posses a much higher durability at beam radiation than those produced by evaporation
onto a substrate. On the other hand, the homogeneity in thickness is lower in case of rolled
foils. The determination of the thickness variation in thickness or roughness of thin films
proves to be difficult and is still an ongoing topic of research.

A variation in thickness implies a statistical variation in mean energy shift of the particles
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Fig. 7.5: Energy distribution of exemplary 40Ar and 238U ions
after crossing of the tantalum foil at a net laboratory angle of
θ = 1○ and a solid angle of ∆ω ≈ 7.7 × 10−6. The data sets have
been calculated using SRIM with an input energy of 1.4 AMeV.

transmitted through the Ta foil on top of the collisional straggling contribution. When
the mean energy loss ⟨∆E⟩ in a thin target of thickness ⟨x⟩ is small compared to the total
energy ⟨E⟩, the energy loss is approximately given by Eq. (7.7) with

⟨∆E⟩ ≈ dE

dx
⟨x⟩. (7.9)

Albeit difficult to measure, the RMS variation in foil thickness σh
x leads to an energy spread

contribution3 due to the different distances the particles travel inside the foil material and
can be approximated by

σh
E ≈ dE

dx
σh
x . (7.10)

Since the expected RMS energy width of the beam is about 1%, σh
E/ ⟨E⟩≪ 10−2 should be

fulfilled to warrant a meaningful measurement of the longitudinal energy distribution.

Also the texture, i. e. the nature of the inhomogeneities, mainly the granularity of the pat-
tern, plays an important role. Issues concerning the inhomogeneities have been raised for
example in [77], where thin carbon foils were investigated for the characteristic electron cap-
ture using U91+ ions at 46 AMeV. The conclusion has been that for all tested manufacturers
characteristic differences exist. Measured yields became significantly higher than predicted
towards thinner foils and were attributed to their texture and inhomogeneity. This is sup-
ported by experiment runs with two foils stacked, which matched a single thicker foil of the
same manufacture. The stacked setup provided significantly higher electron capture yields

3Superscript “h” denotes the contribution due to the inhomogeneity of the foil.
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compared to the stacked configuration of two thinner foils.

An indirect method to access the inhomogeneities of the foil for Gaussian-like straggling
profiles was suggested by Besenbacher et al. [78]. The authors assume the total straggling
Ω to be described by the variances given by the true collisional straggling Ωls for a perfectly
homogeneous material of constant width and a term Ωh that depends on the texture and
variation in thickness

Ω2 = Ω2
ls +Ω

2
h . (7.11)

The contribution from the variation in thickness Eq. (7.10) varies to good approximation
with the nuclear charge squared of the projectile accounted to the stopping power. Hence,
a set of measurements with different projectile energies and ion species provides a way
to isolate Ω2

h. A similar method has been used in [79] where, amongst others, a rolled
tantalum foil of 367 µg/cm2 thickness was tested for homogeneity. According to this data,
the inhomogeneity is large with a relative deviation in thickness of σh

x/ ⟨x⟩ ≈ 0.34. This
supports the tendency given in experimental data presented by Besenbacher et al. [78] and
would cause a major effect on the energy resolution required for the present setup at hand.
A relative mean energy loss ⟨∆E⟩ / ⟨E⟩ ≈ 3% can be assumed, as given in Fig. 7.3. Together
with Eq. 7.9 and 7.10

σh
E⟨E⟩ ≈ σh

x⟨x⟩ ⟨∆E⟩⟨E⟩ , (7.12)

the mean energy loss and relative deviation in thickness gives rise to a dissipative relative
energy contribution σh

E/ ⟨E⟩ ≈ 1%.

Nevertheless, the impact of foil inhomogeneities on the performance of the setup presented
in this work is an open question. The circular apertures of the collimator configuration
close behind the tantalum foil are small with diameters of 0.5 mm (see Sec. 3.4) and are
assumed to partly suppress the contributions of the thickness variation. While the same
argumentation is also provided in [80] this effect is not considered negligible and still has
to be studied in detail.

1000 µm

Fig. 7.6: Ta 210 µg/cm2, rolled
Scale 1000 µm, reflected light.

50 µm

Fig. 7.7: Ta 210 µg/cm2, rolled
Scale 50 µm, reflected light.
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Figures 7.6-7.9 show a set of images (optical microscopy) of a new tantalum foil from the
same delivery and the same rolling pass as the one currently installed. In Fig. 7.6 the
tantalum foil is photographed using reflected light (scale 1000 µm). The surface features
clear wrinkling which is unavoidable in the manufacturing process at the given thickness.
Any stress on the material would lead to instant destruction. Thus, the material is fixed
on the mount without tension. Obviously the wrinkling structure is present on that scale
and affects the energy spread by the effective thickness which scales approximately with(cos θn)−1, where θn is the angle with respect to the normal of the foil at the impact location.
Figure 7.7 shows the same foil on a smaller scale (50 µm) also using reflected light. The
different angles imposed by the wrinkles are obvious from the structural shadows. By
using transmitted light it is possible to get a qualitative picture of the thickness variation.
A typical area of the tantalum foil has been photographed accordingly and is shown in
Fig. 7.8 at a scale of 1000 µm.

1000 µm

Fig. 7.8: Ta 210 µg/cm2, rolled
Scale 1000 µm, transmitted light.

50 µm

Fig. 7.9: Ta 210 µg/cm2, rolled
Scale 50 µm, transmitted light.

An inherent texture and variation in homogeneity is evident. Even a significant amount of
holes appear to be scattered over the surface in clusters where light is transmitted with a
sharp high contrast. This leads to the assumption that these regions actually are real holes
or at least singular areas covered by much less material than the average thickness suggests.
Due to diffraction, holes are represented by their airy disc and are actually smaller than
they appear on the photograph. Nevertheless, considering the circular collimator apertures
of 0.5 mm it is to apprehend that the thickness of the foil varies within the location of the
aperture. A higher magnification of the tantalum foil is shown in Fig. 7.9.

7.1.3 Dependence of Energy Transfer on Transverse Parameters

In Section 3.4.2, the momentum transfer from a projectile to the target nucleus depending
on the net scattering angle θ has been determined using classical Coulomb Scattering. This
assumes elastic scattering on the target nuclei only. A corresponding SRIM calculation,
with the electronic stopping subtracted, indicates a good agreement within better than
5%. Figure 3.16 and 3.18, respectively, show the net angle dependency of the momentum
transfer to the target nucleus.
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Tilted Ta Foil by 1.25○ (210 µg/cm2)

Schematic Beam {pz, px}

Solid-Angle Acceptance ωx

ϑx,1

ϑx,2

ϑx,3

θ′2
θ′1

θ′3

1.25○

θ0 = 2.5○

z - Beam Axis

Beam Axis

Fig. 7.10: Beam particles are schematically depicted by red dots with momentum vectors
in the x-z plane only for simplicity. The resulting net scattering angle θ′i, required for the
particle to pass the collimator, depends on the transverse angle ϑx,i. Consequently, an
energy spread is imposed by the energy transfer to the target nucleus which depends on the
net scattering angle θ′i.

So far, the incoming bunch is approximately treated as a strictly parallel stream of parti-
cles, neglecting the transverse degree of freedom. More precisely, the net scattering angle
θ′ required for a certain particle to be scattered into the solid-angle acceptance ω of the
collimator configuration depends on the transverse momentum as they contribute to a diver-
gence angle {ϑx, ϑy}. On the other hand, the energy transfer to the target nuclei depends on
the net scattering angle as given in Eq. (3.9). Figure 7.10 schematically depicts the depen-
dence of the net scattering angle on the transverse momentum distribution, projected onto
the x-z plane for simplicity. The particles arrive from the left and approach the tilted foil
with different momenta marked by the arrows. Only particles scattered into the solid-angle
acceptance, the grey area behind the foil, will be registered in the measurement setup. A
beam suffers an additional longitudinal energy spread by the transverse momentum distri-
bution and the geometrical constraint of the collimator acceptance. The different effective
angles θ′i required for particle i to scatter into the collimator acceptance are connected with
a specific energy transfer to the target nucleus. If, for simplicity, we restrict ourselves to the
x-z plane at first, the resulting net angle is given by θ′ = θ2.5○ +ϑx, where the transverse di-
vergence angle ϑx depends on the transverse and longitudinal momenta by ϑx = atan(px/pz)
of the particles. Including the vertical degree of freedom y, the net angle θ′ to fulfill the
condition of matching the acceptance of the setup is a function of ϑx and ϑy, while the
undisturbed angle is denoted by θ0(= 2.5○).

The net scattering angle θ′(ϑx, ϑy; θ0) can be derived from the unit vectors along the orien-
tation of the solid-angle acceptance e⃗0, given by θ0, and the transverse degrees of freedom
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e⃗x′(ϑx) and e⃗x′(ϑx), respectively
e⃗0 = ⎛⎜⎝

− sin θ0
0

cos θ0

⎞⎟⎠ , e⃗x′(ϑx) = ⎛⎜⎝
sinϑx

0
cosϑx

⎞⎟⎠ , e⃗y′(ϑy) = ⎛⎜⎝
0

sinϑy

cosϑy

⎞⎟⎠ . (7.13)

The net angle θ′ is therefore given by the scalar product

θ′(ϑx, ϑy; θ0) = arccos( e⃗0 ⋅ (e⃗x′ + e⃗y′)∣e⃗0∣ ⋅ ∣e⃗x′ + e⃗y′ ∣) (7.14)

and thus

θ′(ϑx, ϑy; θ0) = arccos⎛⎝cos θ0 (cosϑx + cosϑy) − sin θ0 sinϑx√
2 (1 + cosϑx cosϑy)

⎞⎠ . (7.15)

To evaluate the contribution of the transverse angle distribution to the TOF uncertainty, the
bunch is considered centred on the beam axis. Due to the small aperture of the collimator
configuration, only a small region around x ≈ 0 and y ≈ 0 is selected by the setup. This
allows the angle distribution ρϑx,ϑy

(x, y, ϑx, ϑy) to be written as a product ρϑx
(ϑx) ⋅ ρϑy

(ϑy).
The corresponding response function is given by

R(∆E; θ0, ω) = +∞∫−∞ dϑx ρϑx
(ϑx) +∞∫−∞ dϑy ρϑy

(ϑy)
⋅ Psc (θ′(∆E), ω) δ(θ′(∆E) − θ′(ϑx, ϑy; θ0)) . (7.16)

Integration is performed including both transverse angle distributions, ρϑx
and ρϑy, thereby

only taking into account net angles that contribute to a specific energy transfer ∆E. This
selection is provided by the Dirac delta function and further weighted by the probability
Psc (θ′(∆E), ω) of θ′ to occur as given in Eq. (3.3). Alternatively, the effect can be calculated
by a Monte-Carlo simulation. The angle distributions ρϑx

(x) and ρϑy
(y) are parameterised

by Gaussian distributions, and a set of angles {ϑx, ϑy} is sampled accordingly and weighted
by the probability Psc (θ′(∆E), ω). Evaluating the standard deviation of the corresponding
histogram allows to extract the system response.

High-current phase space distributions of Ar10+ and U27+ are plotted in Fig. 7.11. These
6-dimensional phase-space distributions are considered realistic configurations at the TOF
setup location by the GSI injector division [81]. They are used as boundary conditions for
tracking simulations through the post-stripper section. It is therefore considered the best
reference configuration for the transverse plane which is of importance in this case.

For completeness, it should be noted that the longitudinal phase-space configurations shown
in Fig. 7.11 have been constructed by measurements of the longitudinal phase space using
the TOF setup presented in this work. A detailed explanation of the procedure is given
in [82]. The bunch length as well as the momentum spread has been adopted from the TOF
measurement while the correlation α was empirically set to the expected values around
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Fig. 7.11: 6-dimensional phase space start distributions for Ar10+ and U27+ used for high
current tracking simulation along the UNILAC post-stripper (L. Groening [81]). The dis-
tributions represent the expected situation at the location of the TOF setup. For a detailed
explanation of the procedure which yields the start distributions see [82]. Left: Ar10+
phase space at 7.1 mA and a gas pressure inside the stripper section of about 2 bar. Right:
Corresponding U27+ phase space distribution. For both ion species, and depict the
transverse horizontal and vertical phase-space distributions at the setup location, whereas

shows the longitudinal degree of freedom. Both longitudinal phase-space distribution
represent divergent beams. The horizontal orientation is flipped if the arrival time is used
instead of the phase (see Sec 2.2). Worth noting are both absolute longitudinal correlation
values of α ≈ 4.
∣α∣ ≈ 4. Hence, the emittance is consequently calculated as

ε =√ σpσφ

α2 + 1
. (7.17)

A simulation has been carried out with the Ar10+ and U27+ phase-space distributions with
the relevant data listed in Tab. 7.1. The relative error σtr⟨E⟩ is less than 2×10−5. In relation to

the expected energy width σ1%
E , listed as σtr

σ1%
E

in Tab. 7.1, this clearly shows that transverse

momentum components have a negligible effect on the total resolution.
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Tab. 7.1: Simulated effect of transverse momentum on energy resolution.

σϑx σϑy ⟨∆E⟩ / ⟨E⟩ σtr/ ⟨E⟩ σtr/σ1%
E

(mrad) (mrad) (%)

Ar10+ 0.55 0.60 4.2 × 10−4 5.3 × 10−6 5.3 × 10−2
U27+ 0.35 0.45 2.5 × 10−3 2 × 10−5 0.2

7.2 Energy Spread by Finite Solid Angle

The finite solid angle of the collimator setup imposes an energy spread σθ
E as the transferred

energy depends on the net scattering angle θ. The variation of Eq. (3.9) with respect to
the net scattering angle θ in the laboratory frame is given by

σθ
E = dE

dΘ

dΘ

dθ
σθ (7.18)

with

dE

dΘ
= −8E0 sinΘ

Ared

Ap +At

(7.19)

and the reciprocal derivative of Eq. (3.6)

dΘ

dθ
= ( dθ

dΘ
)−1 = 1 + (Ap

At
)2 + 2 Ap

At
cosΘ

Ap

At
cosΘ + 1

. (7.20)

Hence, the imposed energy spread is given by the knowledge of σθ. Assuming, in good
approximation, a homogeneous probability density within the very small solid angle ω,
allows the variance of the net scattering angle σ2

θ to be extracted

σ2
θ = ⟨∆θ2⟩ = 2

πr2apd
2
sep

rap

∫−rap
dr r2

√
r2ap − r

2 = r2ap

4d2sep
≈ ω

4π
. (7.21)

Another simplification has been made by neglecting the azimuthal component, which is
suppressed by more than one order of magnitude. An estimate of the uncertainty can now
be deduced using Eqs. (7.18) - (7.20). For the given configuration a value σθ = 8.3×10−4 rad
has been calculated. Figure 7.12 shows the energy spread according to Eq. (7.18) for
different projectiles using the calculated value of σθ. From the dashed, vertical line (at
θ = 2.5○) a maximum contribution to the energy spread of 0.017% in case of uranium shows
a minor effect and can be safely neglected compared to other contributions of energy spread.
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Fig. 7.12: Maximum energy spread imposed
by the finite solid angle ω of the collimator.

7.3 Aluminium Foil

The TOF measurement relies on two timing signals at a well-defined separation. Since
the first timing signal has to be created by a minimum interaction of the particle under
consideration, to prevent a major negative impact on the TOF, a thin aluminium foil of
about 10 µg/cm2 is mounted in front of the MCP, tilted by an angle of (42.5±0.5)○. When
a heavy-ion projectile passes the foil, electrons are liberated and accelerated towards the
MCP front at a voltage of 2 kV. An avalanche of electrons is generated inside the MCP
stack with an applied voltage applied of 1.9 kV. Eventually, the avalanches of electrons
leaving the MCP are collected at an anode and the pulse is extracted via a Bias tee. For
details see Sec. 3.3.1.

7.3.1 Electronic Stopping and Straggling

In contrast to the tantalum foil used in the particle-attenuation setup, the aluminium foil has
been manufactured in an evaporating process at the GSI target laboratory. Table 7.2 lists
values calculated with the ATIMA programme [83] for typical projectiles at ⟨E⟩ = 1.4 AMeV.
Due to the very thin foil, the mean energy as well as the collisional straggling contribution is
much lower compared to the tantalum foil. Using the ATIMA code, the largest contribution
has been 0.033% with respect to the mean energy ⟨E⟩. This is very small compared to
the expected energy width of 1% but the value is based on the assumption of a perfectly
homogeneous foil.

7.3.2 Inhomogeneity in Thickness and Texture

As mentioned beforehand, the aluminium foil has been manufactured by evaporating the
material onto a substrate. While this provides a more homogeneous thickness than the
rolling process and allows thinner foils, the material is not as resistive. Moreover, the surface
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Tab. 7.2: ATIMA calculation for straggling contribu-
tion (at ideal thickness) for the MCP aluminium foil of
about 370 Å at an incident angle of 42.5○.

⟨∆E⟩ / ⟨E⟩ σst σst/ ⟨E⟩
(%) (AMeV) (%)

N 0.35 4.6 × 10−4 3.3 × 10−2
Ar 0.46 3.1 × 10−4 2.2 × 10−2
Ta 0.38 1.5 × 10−3 1.1 × 10−2
U 0.34 1.3 × 10−3 9.2 × 10−3

structure of the solvable substrate manifests as the negative relief on the foil material. On
the other side, this is a structure of absolute scale and thus becomes more relevant the
thinner the foils are.

1000 µm

Fig. 7.13: Al 11 µg/cm2, evaporated
Scale 1000 µm, reflected light.

50 µm

Fig. 7.14: Al 11 µg/cm2, evaporated
Scale 50 µm, reflected light.

For a qualitative measure of the surface characteristics, optical microscopy was used as in
the case of the rolled tantalum foil (see Sec. 7.1.2). Figures 7.13-7.14 show two photographs
of an aluminium 11 µg/cm2 foil at different magnification. The foil stems from the same
delivery as the foil currently installed in the TOF measurement setup. Only photographs
using reflected light were possible due to the low contrast in case of transmitted light. In
Fig. 7.13, at the scale of 1000 µm, the imprint of the substrate is visible. Nevertheless, apart
from the scratch-like structure, regions of an even surface are present on a scale of about a
quarter millimeter. Holes are scarcely featured although a big clustered disruption can be
seen at the lower border next to the scale. Figure 7.14 shows the foil using reflected light at
a scale of 50 µm and reveals a granular structure with a small grain size of about 3-5 µm.
Other regions which correspond to the scratch-like shapes on the lower magnification appear
embossed but with a very even and smooth surface area. It appears that the surface can



130 Chapter 7— Systematic Effects on Resolution

Aluminium Foil 10 µg/cm2
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Ion Track
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2 kV

Fig. 7.15: Cut through the PEEK mount-
ing of the MCP, the aluminium foil and the
MCP module.
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Fig. 7.16: TOF (Al-foil→MCP) of sec-
ondary electrons vs. kinetic energy (projec-
tion on MCP axis) at emission.

be characterised by mainly two thickness levels, the emboss and the granular level. This is
different from the rolled tantalum foil, with a rather continuous thickness distribution (see
Fig. 7.8).

Although quantitative data concerning the thickness variation is not available, some upper
limits on the uncertainty can be derived from the thickness variation of the tantalum foil and
the given mean energy loss at the aluminium foil for projectiles of energy ⟨E⟩ = 1.4 AMeV.
It is known that evaporated foils are less prone to thickness variation than rolled foils.
Taking the variation in thickness given in [79] for the rolled tantalum foil, we assume the
evaporated aluminium foil to be of higher homogeneity, thus, σx/ ⟨x⟩ < 0.34. According to
Eq. (7.10) this would contribute an uncertainty σh

al < 0.15% with respect to ⟨E⟩.

7.3.3 Secondary Electron Emission Spectra

The first generated timing in the TOF setup is realised as an indirect measurement by the
secondary electrons liberated from the aluminium foil. Backwards emitted electrons are
accelerated through 2 kV as depicted in Fig. 7.15, after which they have a velocity of about
9% of the speed of light. This considers a low initial kinetic energy at emission from the
aluminium foil with an order of magnitude of a few electronvolts. To provide a homogeneous
electric field, three guide rings have been included and are connected to an appropriate
voltage divider circuit. For a corresponding CST Microwave Studio® simulation of the
geometry [39] see Appendix Fig. A.2.

Ideally, the TOF of the secondary electrons between the aluminium foil and the MCP is
constant. The TOF te

−
tof of the electrons depends on the separation d between the aluminium

foil and the MCP, the voltage U applied and the initial velocity component v⊥0 along the
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Fig. 7.17: Energies of backward scattered secondary
electrons as measured in [85] for Ar12+ ions at
1.1 AMeV. Although no angles are resolved, the total
solid angle of the detector has been only 1 sr, which is
small enough to consider all electrons being within the
acceptance of the MPC/foil setup. The original data
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atic errors.

symmetry axis, thus, in the classical limit

te
−
tof =

¿ÁÁÀ2d

ξ
+ (v⊥0

ξ
)2 − v⊥0

ξ
with ξ = U

mel ⋅ d
. (7.22)

Figure 7.16 shows the TOF t
e−
tof vs. the initial kinetic energy of the electrons for the

configuration of the setup with d = 17.5 mm and U = 2 kV and under the assumption that
the energy of the electrons are attributed to v⊥0 alone. The difference in TOF between an
electron with initially 0 eV kinetic energy and 18 eV is about 100 ps, while an electron
of 68 eV and 0 eV will have a difference in TOF of about 200 ps. Therefore, we cannot
preclude that the electron spectra do not affect the accuracy of the first timing signal. On
the other hand, multiple electrons will be liberated per ion passage of the aluminium foil.
The Sternglass formula [84] allows to estimate the amount of liberated secondary electrons
with several electron volts of kinetic energy. According to Sternglass, the electron yield
for the given configuration is about 150 electrons in case of argon and about 600 electrons
in case of uranium. Hence, for narrow energy spectra one could conclude that a large
number of liberated electrons per ion would result in a more or less identical distribution
on each passage of an ion. In other words, the ensemble of electrons from a single ion event
would already be a good representation of the energy distribution itself. Consequently, the
response of the MCP could be expected to consist of very similar pulse shapes.
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Nevertheless, the actual spectra of the secondary electrons are unknown. Experimental
data up to 163 eV of the electron spectra can be extracted from [85] for the argon case
and are shown in Fig. 7.17. The configuration of the experimental setup which has been
used is very similar to the situation present in the TOF setup at hand. Although no angle
information is included, we can safely assume all electrons to be inside the acceptance of
the foil-MCP detector setup since Koyama et al. specify the solid-angle acceptance of their
setup to be 1 sr which is equal to a polar angle of 32.8○. From this data, a very long high
energetic tail is apparent and cannot be considered a narrow distribution. Since the MCP
is sensitive to single electrons, those electrons reaching the MCP front at first are most
relevant to the leading edge of the pulse. A large high energy tail can negatively influence
the timing accuracy as the highest energy occurring in each ion event could fluctuate on
a large scale. Even with several hundreds of electrons per ion, these fluctuations may be
prominent. Taking the energy spectra of Fig. 7.17 as reference, the most likely energies to
occur are those of low energy below 20 eV. At the same time those are the least relevant for
leading edge of the pulse. It may even be, that the fluctuations connected to the electron
with the highest energy is responsible for the random distortions of the leading edge which
is discussed in Sec. 7.4.1.1.

7.3.4 Tilted Foil Geometry

As explained in Sec. 3.3.1, the aluminium foil is tilted at a certain angle with respect to the
plane orthogonal to the beam axis z. This is a strict requirement as the MCP front must
be installed centric parallel with respect to the foil and assure a homogeneous, symmetric
electric field. Additionally, the ion must transit the foil only and bypass the MCP at the
same time. Thus, the angle also depends on the geometry of the MCP module (Sec. 3.3.1).
A tilt angle of ϕ = 42.5○ represents a minimum for the current distance between the foil and
the MCP front. The finite solid angle of the beam together with the tilted foil geometry
introduces a geometric jitter ∆ltof(x) in total drift space which is schematically depicted in
Fig. 7.18. In the following, the particles are considered to follow parallel trajectories which
significantly simplifies the evaluation of uncertainty without major tampering, since lateral
contribution are suppressed by at least one order of magnitude. Furthermore, the diamond
electrode is assumed to be illuminated uniformly.

The first moment ⟨∆l⟩ vanishes which reduces the uncertainty estimation of the rms drift
jitter to the evaluation of

σ∆l =√⟨∆l2⟩ . (7.23)

As can be seen from Fig. 7.18, the dependence of ∆l on x is given by

∆l(x) = x tanϕ . (7.24)

Depending on either the solid angle ω given by the collimator configuration or the distance
of the diamond detector electrode, the illuminated area on the aluminium foil is different.
The maximum effective solid angle is given by the size of the diamond detector electrode
and its distance to the tantalum foil. This is taken into account by limiting the integration
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Fig. 7.18: The MCP module is shown including the aluminium foil. All ions are uniformly
distributed within the range of the effective aperture given by the radius rap. Due to the
inevitable tilted placement of the foil, the TOF length depends on the lateral offset from
the centre.

within the projected circular boundary that matches the effective aperture rap

⟨∆l2⟩ϕ = 1

πr2ap

rap

∫−rap
dxx2 tan2ϕ

√
r2ap−x2

∫
−√r2ap−x2

dy = tan2ϕ

4
r2ap . (7.25)

The aperture can be treated as an effective value depending on the solid angle spanned by
the circular area of the diamond, given by means of rdia and its separation to the primary
(Ta) foil squared. In the following, lmcp is the separation of the MCP to the primary foil,
ldia marks the separation of the diamond detector to the primary foil and ltof = ldia − lmcp

is the drift distance relevant for the TOF. The technical drawing Fig. A.1 provides an
overview. Starting with the effective solid angle ωeff given by the separation ldia of the
poly-crystalline detector

ωeff = Adia

l2
dia

= πr2dia(lmcp + ltof)2 (7.26)

the effective aperture rap is given accordingly by

rap =
√

Adia

π

lmcp

lmcp + ltof
= rdia

1 +
ltof
lmcp

. (7.27)

Together with Eq. (7.25), the jitter in detector separation writes as

σ∆l =√⟨∆L2⟩ϕ = tanϕ

2

rdia

1 +
ltof
lmcp

(7.28)
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and is trivially transformed into the corresponding time jitter by taking the mean velocity⟨β⟩ c of the particles into account

σt = σ∆l⟨β⟩ c . (7.29)

For the current configuration of the setup and the typical velocity of β = 0.055 this results
in an absolute RMS time jitter of about 25 ps.

7.4 Detectors

7.4.1 Microchannel Plate

Time measurements with the TDC requires NIM pulses as input. Those logical pulses are
delivered using the double-threshold discriminators [54] described in Sec. 4.1.1. Typically,
the MCP pulses at the 50 Ω anode readout deliver a pulse-height distribution from ≈ 150 mV
to 1.2 V.

7.4.1.1 Pulse Shapes and Discrimination

As it turned out, evaluation of precise timings is falsified by distorted pulse shapes at the
falling edge, as can be seen in Fig. 7.19. The left trace shows a “normal” pulse shape, while

200 mV

5 ns

200 mV

5 ns

≈400 ps

≈150 ps

Fig. 7.19: Left: Normal MCP pulse shapes with a well defined rising slope with a rise-
time of about 850 ps. Right: Distorted MCP pulse shapes which randomly feature an
additional bump on the falling edge with different time offsets. The dashed yellow curve
has been added manually representing the expected shape that allows the estimation of the
corresponding error contribution.

the right picture shows the leading-edge distortions of frequent occurrence. To estimate
the resulting timing jitter, the recorded pulse has been complemented by dashed lines to
reconstruct the expected leading edge. Based on this method, typical pulse shapes are
shown with a timing jitter of ≈ 150 ps and ≈ 400 ps. Pile-ups caused by multiple ions as the
reason for the bump can be eliminated. The multiple-hit occurrence can be deduced from
the bunch separation distribution Eq. (3.14) which has been experimentally verified.
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Consultation of the manufacturer confirmed that the mechanical and electrical installation
is in compliance with the companies’ guidelines. Ion feedback is equally unlikely the cause
of the distortions, given the low pressure of 1 × 10−6 to 1 × 10−7 mbar and the Chevron
configuration, in particular with the frequent occurrence. Since the MCP is sensitive to
single electrons, this effect might be correlated with the electron emission spectra at the
aluminium foil. Isolated fast electrons may reach the MCP earlier by several 100 picoseconds
as depicted in Fig. 7.16. As a safe estimate on the RMS timing contribution 150 ps seems
legitimate.

7.4.2 Poly-Crystalline Diamond Detector

7.4.2.1 Pulse Shapes and Discrimination

The diamond detector does not suffer from significant distortions of the leading edge. Based
on the characteristics of the double-threshold discriminator and the amplifier stage, an RMS
uncertainty of 50 ps is considered.

7.4.2.2 Signal Propagation on Diamond Electrode

Particles scattered into the solid-angle acceptance of the collimator are detected directly
at a diamond detector on an circular electrode area with a radius of 4 mm. Signals are
collected at the connector as depicted schematically in Fig. 7.20. Depending on the location
of impact, the distance to the connector differs. We can assume a uniform illumination of
the electrode area since the scattering statistics does not change significantly inside the very
small solid angle. According to Fig. 7.20, a given impact location can be parameterised by

r⃗(r,ϕ) = r(cosϕ e⃗x + sinϕ e⃗y) and R⃗ = −R e⃗y . (7.30)

Therefore, the square of the distance from location of impact to the electrode connector
writes as ∣r⃗(r,ϕ) − R⃗∣2 = r2 cos2ϕ + (r sinϕ +R)2 . (7.31)

Consequently, the mean signal transport distance on the detector is evaluated by the fol-
lowing integral

⟨∣r⃗ − R⃗∣⟩ = ∫ R
0 r2dr ∫ 2π

0 dϕ
√

cos2ϕ + (sin ϕ + R
r
)2

∫ R
0 rdr ∫ 2π

0 dϕ
. (7.32)

As the integral is of elliptical type, no analytical solution exists. A numerical calculation
for electrode radius R = 4 mm delivers a mean distance ⟨∣r⃗ − R⃗∣⟩ ≈4.5 mm. The RMS value
σ∣r⃗−R⃗∣ of 3.3 mm has been also evaluated numerically by

σ∣r⃗−R⃗∣ = ∫
R
0 rdr ∫ 2π

0 dϕ(⟨∣r⃗ − R⃗∣⟩ − r√cos2ϕ + (sinϕ + R
r
)2)2

∫ R
0 rdr ∫ 2π

0 dϕ
. (7.33)
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Fig. 7.20: Depending on the point of impact, a different prop-
agation time to the electrode connector has to be considered.
This results in an uncertainty concerning the timing precision.

Even in a very optimistic scenario where signals propagate with speed of light this con-
tributes an RMS time jitter of 11 ps.

7.5 Influence of Accelerator Settings

7.5.1 Impact of Gas Pressure at the Stripper Section

TODO: Nur qualitativ. Verweis auf Messungen (Variation Gasdruck) und Effekte.

7.5.2 Coupling of Transverse and Longitudinal Phase Space

The measurement is installed inside a dipole chicane used for charge state selection (see
Fig. 3.3). As the dispersion after the first dipole magnet (US3MK1) is fully uncompen-
sated, it is important to investigate the effects related to the coupling of the transverse
and longitudinal phase space planes. In standard operation of the beam line, the beam is
further deflected by two dipole kicker magnets which accomplish partial compensation of
the net dispersion before the bunch is prepared to be injected into the first Alvarez cavity.
While the transverse and longitudinal phase space planes along the prestripper section are
considered to be decoupled in good approximation, this is not necessarily the case within
the dispersive dipole section. If the transverse and longitudinal phase space planes are un-
correlated, the corresponding six dimensional density ρ can be written as a direct product
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of the transverse and longitudinal densities

ρ(x, px; y, py;φ, pz) = ρt(x, px; y, py) ⋅ ρl(φ, pz) . (7.34)

In this case, measurement of the longitudinal phase space would be independent of the
location (x, y).

Dipole MagnetDipole Magnet

Device Entrance
(Aperture)

x

z - Beam Axis

Fig. 7.21: Schematic effect of transverse and longitudinal coupling along a dispersive dipole
section (neglecting the interaction of the particles and transverse momenta). Particle tra-
jectories are depicted by red lines. Considering the narrow aperture, two systematic con-
tributions can be distinguished. On the left figure, a beam section of small transverse
extension enters the dipole. The longitudinal momentum spectra give rise to different radii
of the particle trajectories. Thus, the aperture selects a certain range of energies from the
incoming particle stream. The right figure shows particle sections with different trans-
verse offsets. The magnitude of the longitudinal momenta is schematically denoted by the
thickness of the trajectories.

The present setup relies on a narrow aperture at the entrance. Hence, the measurement
only reflects the longitudinal phase space connected to a certain transverse offset (x, y) if
the transverse and longitudinal planes are strongly correlated. The duration required for
a measurement does not allow for a sampling at several offsets x. Data is therefore taken
at the centre of the transverse distribution only. Moreover, the count rate drops fast for a
larger offset from the beam centre.

Schematically, the coupling of the horizontal degree of freedom is depicted in Fig. 7.21. On
the left figure, the dispersion leads to a horizontal beam spread depending on the initial
longitudinal momentum distribution and the strength of the dipole field. This means for a
narrow aperture that the spatial point-to-point mapping from a transverse position before
entering the dipole and the location of the aperture is connected with a small longitudinal
momentum range (neglecting the transverse momenta for simplicity). On the right figure,
different initial transverse offsets are mapped to aperture with the matching momenta.

To estimate the influence of the dispersive section, a DYNAMION [18] tracking simulation
has been used for the typical case of an Ar1+ beam of 10 mA entering the gas stripper.
The particles were tracked [86] through the gas stripper and the consecutive dipole section
to the location of the setup. The simulation was restricted to the charge-state equilibrium
1+ → 10+ at 1.4 AMeV. Due to the symmetry of the charge state spectrum, a current of
100 mA can be assumed. Figure 7.22 shows the longitudinal phase φ and relative momentum
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Fig. 7.22: Subspaces (φ vs. x and ∆p
p

vs. x) of DYNAMION tracking data calculated by

S. Yaramishev [86]. To investigate the effect of the transverse and longitudinal coupling at
the dispersive dipole section, a start distribution of Ar1+ (10 mA), (top row ) has been
tracked through the gas stripper to the measurement setup. After stripping (1+→ 10+) the
distribution has been further tracked without considering particle interaction (middle row

) and considering full space-charge (bottom row ).

deviation ∆p/p versus the transverse horizontal offset x, at which the top row corresponds
to the start configuration before entering the gas stripper. The middle row represents the
beam at the measurement setup tracked without taking space-charge effects into account,
i. e. the beam has been treated as an ensemble of non-interacting particles. The bottom row
considers realistic values of the space-charge. For completeness the associated longitudinal
phase spaces are given in the appendix (see Fig. A.4).

From the tracked phase spaces it is apparent, that under low space-charge influence the
phase space undergoes shear mapping in the (φ⊗ x) and (∆p

p
⊗ x) plane. Hence, an uncor-

related phase space at the entrance of the gas stripper remains largely uncorrelated at the
measurement setup. A realistic picture requires the consideration of the strong inter-particle
effects, mainly the space-charge. Then, as can be seen from the bottom row subspaces of
Fig. 7.22, a prominent correlation is present. Nevertheless, a range of ±0.5 cm from the
centre obviously provides about the same particle distribution, but at a strongly correlated
mean value. This can be seen from Fig. 7.23 where cuts at equidistant locations x±0.25 cm
have been evaluated for their mean value and sample standard deviation. While the cou-
pling of the transverse and longitudinal phase-space planes may lead to a strong correlation
of the mean values for the realistic space-charge simulation, the sample means vary by a
smaller margin within [−1.25 cm,1.25 cm] of less than 5% for a fraction of the total particles
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Fig. 7.23: Mean and standard variation for different cuts (horizontal location ±0.25 cm)
at horizontal degree of freedom x based on the data shown in Fig. 7.22 (device entrance).

of about 60%. Nevertheless, neglecting any dissipative effects as well as timing limitations,
a measurement at the transverse centre may underestimate the total bunch length and
momentum distribution. This is obvious, since the mean values vary about 10○ (0.8 ns)
concerning the phase and about 0.8% for the relative momentum distribution. Thus, the
total projection is affected.

On the other hand, these effects are less significant compared to the sample simulation
during a measurement for two reasons: At first, the stripping efficiency for the equilibrium
charge state is far below the 100% taken as an extreme case. Therefore, the blow-up effects
due to the lower charge density after a short distance inside the dipole are much lower.
Furthermore, the measurement requires the primary beam current to be attenuated to
several microamperes before hitting the Ta-foil (see Sec. 5.1.1). Usually this is accomplished
by appropriate settings of the high-current slits (DS4/5) and therefore more than 1 m drift
is taken into account with only minor space-charge effects. Hence, the actual properties
of coupling between the transverse and longitudinal phase space lie in between the non-
interacting and space-charge case shown in Fig. 7.23. The required extensive DYNAMION
calculations are beyond the scope of this work.
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7.5.3 Impact of High Current Slits

TODO: Nur qualitativ moeglich. Verweis auf Messungen (Variation Schlitze) und Effekte.

7.5.4 Impact of the Collimator Apertures

TODO: Nur qualitativ moeglich. Hinweise durch Single-Crystal Daten. Verweis auf evtl.
zukuenftige Untersuchungen. Moeglicherweise aehnliche Effekte bei Pepperpot Emittanz
(Emittanz deutlich ueberschaetzt)

7.6 DAQ Electronics

Testing of the TOF DAQ electronics has been performed with a Berkeley DB-2 random
pulse generator. It serves as an idealistic monochromatic source by splitting the signals and
feeding them instead of the diamond and MCP signals. While this approach would help to
reveal severe systematic limitations of the electronics and the TDC, it does not reflect the
real pulse shape situation as described in Sec. 7.4.1.1 and 7.4.2.1. Figure 7.24 shows the
recorded histogram with a standard deviation of ≈ 0.934 channels, which corresponds to≈ 22.8 ps. The RF RMS deviation turns out to be about the same value as determined from
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Fig. 7.24: A signal from a random pulser is splitted and feeds
the DAQ chain of the diamond and MCP detector simultane-
ously as an idealised monochromatic source. The full NIM chain
is explained in Sec. 4.1.2.

the linear fit (see Fig. 4.6). This suggests that the resolution of the DAQ electronics, in
this idealistic approach with deterministic pulse shapes from the random-pulse generator,
is dominated by the TDC and not by the NIM chain. Inami [87] determined a RMS timing
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7-9 ps for a similar NIM/CAMAC configurations fed by a random pulser, which supports
a RMS timing resolution of better than 10 ps for the NIM chain. We can therefore, for
simplicity, assign the total measured jitter to the TDC input channels. Since two of them
are involved to measure the timing separation the input jitter for a single input is smaller
by a factor of 1/√2. Hence, we can account for an RMS jitter per TDC input of ≈ 17 ps.

7.7 Linear Approximation at Phase-Space Reconstruction

An absolute determination of the TOF requires both detectors to be synchronised, i. e. the
knowledge of the relative offset of both timing signals. Not only relative cable delays are
involved in the total time delay but also delays of relevant scale inside the detectors itself
as the TOF of the emitted secondary electrons at the foil mounted in front of the MCP
module. A synchronisation has not been accomplished in the present setup which focuses
on relative evaluation of momentum and energy with respect to their mean values. As
was described in Sec. 4.1.5 the phase-space mapping of the relative momentum and energy
deviation follows a linear approximation in TOF for particle i,

∆pi⟨p⟩ ≈ −∆ti

t⟨p⟩ (7.35)

∆Ei⟨E⟩ ≈ −2∆ti

t⟨E⟩ (7.36)

with ∆pi = pi − ⟨p⟩, ∆Ei = Ei − ⟨E⟩ and ∆ti = ti − t⟨p⟩ or ∆ti = ti − t⟨E⟩, respectively. In the
following t⟨p⟩ denotes the TOF of the mean particle velocity (which is not necessarily the
synchronous particle) along the detector separation ltof with

t⟨p⟩ = ltof⟨β⟩ c , (7.37)

thus that

p(t = t⟨p⟩) = ⟨p⟩ . (7.38)

In the same way, t⟨E⟩ denotes the TOF of the mean kinetic energy particle with

E(t = t⟨E⟩ ≈ t⟨p⟩) = ⟨E⟩ . (7.39)

Both, momentum and kinetic energy are considered in non-relativistic limit since the setup
is located at a section that is traversed by a reference particle at about ⟨β⟩ ≈ 5.5%. Thus,
with the atomic mass unit mu and TOF ti between the MCP and diamond detectors at
separation ltof , the equations for the momentum pi and kinetic energy Ei per nucleon of
particle i are given by

pi = p(ti) =mu ltof
1

ti
(7.40)
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and

Ei = E(ti) = mu l
2
tof

2

1

t2i
. (7.41)

As the kinetic energy Ei in Eq. (7.41) is not a linear function in pi, the TOF of the mean
momentum particle and the particle mean energy is not identical in the general case, i. e.
t⟨p⟩ ≠ t⟨E⟩. In other words, a particle of mean momentum is not necessarily a particle of
mean energy. Evaluating the average of momentum and energy with the corresponding
TOF distribution {ti} using Eq. (7.38) and (7.39) allows comparison of t⟨p⟩ and t⟨E⟩.

⟨p⟩ =mu ltof ⟨1
t
⟩ !=mu ltof

1

t⟨p⟩ ⇒ t⟨p⟩ = ⟨1
t
⟩−1 (7.42)

⟨E⟩ = mu l
2
tof

2
⟨ 1
t2
⟩ != mu l

2
tof

2

1

t2⟨E⟩ ⇒ t⟨E⟩ =
√
⟨ 1
t2
⟩−1 (7.43)

Although not identical, treating t⟨p⟩ ≈ t⟨E⟩ is feasible if the standard deviation of the mo-
mentum distribution σp is sufficiently smaller than ⟨p⟩, i. e. σ p

⟨p⟩ ≪ 1. This can be seen by

expressing the standard deviation of { pi⟨p⟩} by means of {ti} using Eq. (7.40) and (7.41)

σ p

⟨p⟩ =
√⟨ 1

t2
⟩ − ⟨1

t
⟩2

⟨1
t
⟩ =

√
1

t2⟨E⟩
−

1
t2⟨p⟩

t⟨p⟩ =
¿ÁÁÁÀ( t⟨p⟩

t⟨E⟩)
2

− 1, (7.44)

which shows that t⟨p⟩ and t⟨E⟩ differ by a factor of
√

σ2
p

⟨p⟩
+ 1. Therefore, with the typical

relative momentum spread σp/⟨p⟩ of less than 1%, t⟨p⟩ and t⟨E⟩ are used synonymously for

this setup, as
√(0.01)2 + 1 ≈ 1.00005.

Furthermore, with ∆ti denoting the time deviation of an arbitrary particle i with respect
to t⟨p⟩ or t⟨E⟩ respectively

∆ti = ti − t⟨p⟩ ≈ ti − t⟨E⟩ , (7.45)

the absolute longitudinal momentum deviation per nucleon writes as

∆pi = p(ti) − ⟨p⟩ =mu ltof { 1

t⟨p⟩ +∆ti
−

1

t⟨p⟩} =
= −mu ltof

∆ti

t⟨p⟩(t⟨p⟩ +∆ti) = −mu ltof
1

t⟨p⟩´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
muv⟨p⟩ !=⟨p⟩

∆ti
t⟨p⟩

1 + ∆ti
t⟨p⟩

, (7.46)
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which finally delivers the exact relative momentum deviation in the classical limit

∆pi⟨p⟩
RRRRRRRRRRRex = −

∆ti
t⟨p⟩

1 + ∆ti
t⟨p⟩

. (7.47)

In the same manner the absolute longitudinal energy deviation per nucleon is given by

∆Ei = E(ti) − ⟨E⟩ = mu l
2
tof

2

⎧⎪⎪⎨⎪⎪⎩
1

(t⟨E⟩ +∆ti)2 −
1

t2⟨E⟩
⎫⎪⎪⎬⎪⎪⎭ =

= mu l
2
tof

2

t2⟨E⟩ − (t⟨E⟩ +∆ti)2
(t⟨E⟩(t⟨E⟩ +∆ti))2 = −

mu l
2
tof

2

1

t2⟨E⟩´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
muv⟨E⟩2

2

!=⟨E⟩

2 ∆ti
t⟨E⟩ + (∆ti

t⟨E⟩)
2

(1 + ∆ti
t⟨E⟩)

2
. (7.48)

Therefore, in the classical limit, the exact relative kinetic energy deviation per nucleon
writes as

∆Ei⟨E⟩
RRRRRRRRRRRex = −

2 ∆ti
t⟨E⟩ + (∆ti

t⟨E⟩)
2

(1 + ∆ti
t⟨E⟩)

2
. (7.49)

Comparison of the exact relative deviations of momentum Eq. (7.47) and kinetic energy
Eq. (7.49) to their linear approximations Eq. (7.35) and (7.36) as a function of ∆ti

t⟨p⟩ are

visualised in Fig. 7.25. The deviations from the exact values have a trivial asymmetric
characteristic, being smaller than the classical exact values for faster particles, while slower
particles overestimate the relative momentum and energy deviation. For a particle with
an exemplary difference in TOF of ∆ti = ±1 ns with respect to a particle of mean velocity
(red guide lines), corresponding to ∆t

t⟨p⟩ ≈ 2%, the linear approximation is still very close to

the exact values as listed in Tab. 7.3. As this represents four times the expected standard
deviation of the kinetic energy to either side, this correction can be neglected.

7.7.1 Deviations from the Expected Mean Energy

Timing signals recorded at the MCP and diamond detector exhibit a constant offset, turning
it into a relative measurement (see Sec. 4.1.5). Due to the nonlinearity in ∆ti of the exact
equations Eq. (7.47) and (7.49) for the relative momentum and energy deviation, those are
not form-invariant under translations with a constant offset coff in time

∆ti Ð→ ∆ti + coff , (7.50)
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Fig. 7.25: Relative momentum deviation ∆pi/ ⟨p⟩ and relative energy deviation ∆Ei/ ⟨E⟩
in linear approximation (solid lines) and classical exact representation (dashed lines) in
terms of the relative time deviation ∆ti/t⟨p⟩ and ∆ti/t⟨E⟩, respectively. Additionally, the
linear approximations are plotted with a different evaluation point t⟨E⟩ of the Taylor series
(see Sec. 4.1.5), shifted to a lower kinetic energy by 5%. The effect of a mismatched
evaluation point is discussed in Sec. 7.7.1. To visualise the minor impact from the exact
classical description, the width of the red lines corresponds to the deviation of ∆pi/ ⟨p⟩ and
∆Ei/ ⟨E⟩, respectively, at a deviation from the mean energy ±4 standard deviations of the
expected energy distribution.

except for a constant shift, which is irrelevant using central moments, and hence do not
conserve the shape of the phase space:

∆pi⟨p⟩
RRRRRRRRRRRex= −

∆ti
t⟨p⟩

1 + ∆ti
t⟨p⟩

Ð→ −

∆ti+coff
t⟨p⟩

1 +
∆ti+coff

t⟨p⟩

≠ ∆pi⟨p⟩
RRRRRRRRRRRex+ const , (7.51)

∆Ei⟨E⟩
RRRRRRRRRRRex= −

2 ∆ti
t⟨E⟩ + (∆ti

t⟨E⟩)
2

(1 + ∆ti
t⟨E⟩)

2
Ð→ −

2
∆ti+coff

t⟨E⟩ + (∆ti+coff
t⟨E⟩ )

2

(1 + ∆ti+coff
t⟨E⟩ )

2
≠ ∆Ei⟨E⟩

RRRRRRRRRRRex+ const . (7.52)

Consequently, the determination of the Twiss parameters (Sec. 2.4) is not independent
from coff , when using the exact equations. On the other hand, we can exploit the fact
that by the linear approximations the Twiss parameters are intrinsically invariant under
translations with respect to ∆ti. Fortunately, as seen in Fig. 7.25 and the corresponding
values in Tab. 7.3, the error through the linear approximation is negligible compared to
other experimental uncertainties.

Nevertheless, the validity of this procedure obviously depends on the evaluation point of
the series expansion, which is the TOF of a mean-momentum particle t⟨p⟩ or a mean-energy
particle t⟨E⟩ in case of the relative momentum deviation or relative energy deviation. With a
design energy of the accelerator chain at the stripper section of about 1.4 MeV per nucleon,
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Tab. 7.3: Exemplary values of the exact relative momentum ∆pi/ ⟨p⟩ ∣ex Eq. (7.47) and
relative kinetic energy ∆Ei/ ⟨E⟩ ∣ex Eq. (7.49) and their linear approximation Eq. (7.35)
and (7.36) for a particle that is separated four standard deviations of the expected relative
momentum and energy deviation (∆ti

t⟨p⟩ ≈ ±0.02). The third column additionally considers

the effect of a mean energy shift ∆ ⟨E⟩ due to the gas stripper and foils of 5% and thus for
an evaluation point being slightly off.

Exact Lin. approx. Lin. approx., ∆⟨E⟩
∆pi

⟨p⟩
×102 2.04, −1.96 2.00, −2.00 1.95, −1.95

∆Ei

⟨E⟩
×102 4.12, −3.88 4.00, −4.00 3.89, −3.89

we can investigate the influence of an exemplary mean energy loss to account for a shifted
evaluation point using the linear approximation. As a conservative margin of 5%, mean
energy loss on passage of the gas stripper is reasonable. This includes dissipative effects at
the tantalum and aluminum foils and the jitter in output energy for different ion species
given by the nature of the IH structures.

According to Eq. (7.36), a mean energy shift ∆ ⟨E⟩ of 5% with respect to the design energy
can be mapped to the timing data by

∆t⟨p⟩
t⟨p⟩ ≈

∆t⟨E⟩
t⟨E⟩ ≈ −

∆⟨E⟩
2 ⟨E⟩ . (7.53)

This allows modification of Eq. (7.35) and (7.36) to comprise a shift in mean TOF ∆t⟨p⟩
using the following approximation since

∆t⟨p⟩
t⟨p⟩ ≪ 1:

∆ti(t⟨p⟩ +∆t⟨p⟩) =
∆ti

t⟨p⟩ (1 + ∆t⟨p⟩
t⟨p⟩ )

∆t⟨p⟩
t⟨p⟩ ≪1≈ ∆ti

t⟨p⟩ (1 −
∆t⟨p⟩
t⟨p⟩ ) ≈

∆ti

t⟨p⟩ (1 −
∆⟨E⟩
2 ⟨E⟩ ) . (7.54)

Fig. 7.25 includes the corresponding approximations with a mean energy shift of 5%. Within
a four sigma range, with respect to the expected standard deviation of the kinetic energy,
there are no significant deviations from the classical exact formulae, and thus these discrep-
ancies are also negligible.

7.8 Summary to TOF Uncertainties

The uncertainties which have been accounted for in this chapter are of different quality
and significance when it comes to the effect on the measurement of the longitudinal phase
space. Most timing uncertainties and dissipative effects can be attributed to uncertainties
in the Gaussian sense. The overall effect of Gaussian contributions on an two-dimensional
Gaussian model space will be investigated in chapter 6. Effects that cannot be treated as
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Gaussian contributions occurred during the variation of the gas pressure at the stripper
section, the variation of the position of the high current slits (DS4/5) and the interaction
of particles with the collimator configuration responsible for particle number attenuation.
All uncertainties taken into account are listed in Tab. 7.4.

The tantalum foil at the entrance of the collimator configuration, which serves as a thin
target to provide Coulomb scattering, is inherently connected to the particle number at-
tenuation and is an essential concept of the measurement setup. From the consideration
of uncertainties, a major impact on the capabilities of the method is apparent. While the
contribution from the collisional straggling, i. e. by assuming a perfect and homogeneous
foil thickness, is already about 10-15% of the expected energy width, the texture of the
rolled foils represents an even larger impact. Other authors, such as Bitao et al. [79], claim
a significant contribution of the texture to the effective straggling. Their measurements
with a rolled tantalum foil of 367 µg/cm2, compared to 210 µg/cm2 installed in the present
setup, hinted an effective thickness variation of about 34%. Optical microscopy of the
tantalum foil supports the experimental results by revealing prominent inhomogeneities on
a small scale that does not allow to consider the foil sufficiently homogeneous within the
aperture dimensions. The mean energy loss together with an assumed thickness variation
of 34% alone contributes about 1% of energy spread which is the expected energy spread
of the bunch. Thus, it represents a very strong limitation on the capabilities of the setup.
Evaporated foils, on the other hand, are expected to feature a more homogeneous thickness
of about 10% but are known to be not as resistant to the particle beam and thus are not
feasible for particle number attenuation.

Compared to the straggling contribution of the first foil, the thin aluminium foil mounted
in front of the MCP is negligible. The collisional straggling is about four times smaller mag-
nitude than the corresponding contribution from the tantalum foil. More importantly, the
evaporated aluminium foil is expected to be more homogeneous compared to the rolled tan-
talum foil. Nevertheless, even assuming a comparable inhomogeneity to the tantalum foil,
the effective straggling is about six times smaller due to the lower mean energy loss. Hence,
the tantalum foil clearly dominates the limiting overall dissipative contribution originating
from straggling.

Another minor effect connected to the aluminium foil is the unavoidable geometric align-
ment which comes with an uncertainty of the detector separation. This contribution scales
inversely with the separation and is about 25 ps for the setup at hand.

No quantitative value of timing jitter can be provided for the spectra of the liberated
secondary electrons. Although more than 100 electrons per ion will be emitted it is not
clear if this results in a sufficiently low jitter timing characteristic. In fact, since the TOF
between the aluminium foil and the MCP front is very sensitive to the initial energy of the
electrons, at the same time the MCP is sensitive to single electrons. Fluctuations of the
fastest electrons may contribute a major jitter in the generation of the logic time signal.
In particular, distortions of the leading edge of the MCP pulse shape may be connected to
them.

The time resolution connected with the discrimination of the particle detector signals was
estimated by the plain pulse shapes recorded with a fast oscilloscope. Additionally, using the
logic signal from the discriminator as external trigger in persistence mode, provides rough
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information about the timing jitter. While the poly-crystalline diamond material shows
a pulse-height distribution with a dynamic range within about a factor of 2, the leading
edge does not feature any significant distortions. Together with the design properties of the
double threshold discriminator, a time jitter of 50 ps is considered a realistic value. Due to
the extension of the electrode and the finite propagation of the signal, an additional (but
minor) time jitter of about 10 ps is taken into account. The MCP pulse shapes have a
higher dynamic range of pulse height than the poly-crystalline diamond detector and do
feature shoulders of fluctuating duration (see Fig. 7.19) which makes an estimate of the
effect problematic. Nevertheless, taking into account a time jitter of 150 ps appears to be
an appropriate choice without overestimating the effect.

It is important to distinguish absolute timing effects, such as the trigger accuracy, from
dissipative effects. While all absolute timing contributions will get less significant with a
(theoretical) larger separation of the detectors, the later ones affect the phase space itself
and thus represent an asymptotic limitation to the measurement capability that cannot be
overcome by extending the separation of the detectors. Figure 7.26 shows the systematic
relative error according to Eq. (7.6) with respect to the detector separation. It incorporates
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Fig. 7.26: Both plots show the accumulated relative error contribution σtot
E / ⟨E⟩ versus the

detector separation ltof used in the TOF section. The left plot includes the error components
listed in Tab. 7.4 omitting the major impact of the foil inhomogeneities which are included
in the right plot. Absolute timing uncertainties can be damped by an extended TOF
separation ltof , which is clearly seen by the shown characteristic. Nevertheless, the gray
areas at the bottom mark the asymptotic error contribution introduced by all quantified
effects on the phase space itself and cannot be overcome by a larger detector separation.
In both plots the red dashed line denotes the current detector separation of about 801 mm
and the corresponding relative error σtot

E . Not including the foil inhomogeneities results in
an estimate of the total error of σtot

E / ⟨E⟩=0.7% whereas by taking the foil structure into
account the error is σtot

E / ⟨E⟩=1.25%.

all systematic contributions described in this chapter and listed in Tab. 7.4 which can be
treated in the Gaussian sense. This excludes the influences of the gas stripper, the high
current slits and the collimator. The reference to the detector separation of the measurement
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is provided by the red dashed line. As mentioned before, for larger separations of the
detectors the relative error asymptotically approaches the dissipative offset represented by
the gray area. The left figure does not include the contribution of the foil inhomogeneities
in order to visualise the major impact on the total resolution of the measurement setup,
which is evident from the right figure. Referring again to the expected energy width of
1% a direct measurement of the total phase space is not possible. Even if an extended
separation of the detectors was possible, the dissipative effects alone would be on the order
of the expected energy spread itself. Since both, the true energy spread of the bunch as
well as the limited resolution, are of about the same order of magnitude it is obvious that a
certain sensitivity to the energy distribution is available, but a reliable direct measurement
is not possible. The effect of a limited resolution assuming Gaussian error contributions on
the phase-space measurement will be discussed in Chapter 6 by means of a Gaussian model
phase space.
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Tab. 7.4: Systematic contribution for the various components ordered according to the
beam direction. Absolute time contributions σt are given at the current TOF separation of
about 801 mm, in case the value depends on the detector separation.

σE

⟨E⟩
σt section

(%) (ps)

Gas pressure at stripper section n/a n/a 7.5.1

Coupling of transverse and longitudinal phase space n/a n/a 7.5.2

High current slits (US3DS4/5) n/a n/a 7.5.3

Ta foil (part. atten.) - Collisional straggling 0.13 7.1.1

Ta foil (part. atten.) - Texture/variation of thickness ≈ 1.0 7.1.2

Ta foil (part. atten.) - Transversal momentum contrib. 0.001 7.1.3

Ta foil (part. atten.) - Finite solid angle 0.015 7.2

Interaction with collimator apertures n/a n/a 7.5.4

Al foil (sec. e−) - Collisional straggling 0.033 7.3.1

Al foil (sec. e−) - Texture/variation of thickness ≈ 0.17 7.3.2

Al foil (sec. e−) - Energy spectra/TOF e− → MCP ? ? 7.3.3

Al foil (sec. e−) - Tilt/variation of TOF length 25 7.3.4

MCP pulse shape distortion/discrimination 150 7.4.1.1

Poly-crystalline diamond detector - discrimination 50 7.4.2.1

Poly-crystalline diamond detector - propagation time 10 7.4.2.2

TDC input jitter per channel incl. NIM setup 17 7.6

Linear Approximation: phase space reconstruction n/c n/c 7.7.1

n/a - qualitative analysis/qualitative analysis not available

n/c - not considered/not an error in the Gaussian sense

(see referred section)





Chapter 8

Conclusion & Outlook

• Trend pulse height and pulse integral. For Argon measurement drop of 4.9% in gain
(pulse height) within 2876 hits. Drop of 1.8% in integral. It’s a lot but ions are fully
stopped, thus implanting!

• Long measurement time through single-particle coincidences

• No online measurement

• Exclusive measurement for HSI

• Test measurement sho

• Measurement relies on beam attenuation
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Fig. A.2: Simulation by P. Kowina [39]. CST Microwave Studio simulation of
the PEEK mounting, MCP Hamamatsu F4655-13 module (Sec. 3.3.1) and the
guide rings. The electric field distribution is depicted in the top figure while the
corresponding equipotential lines are given at the bottom figure.
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Fig. A.4: Figure shows the longitudinal phase space which is used as start distribution
in a DYNAMION calculation [86] to estimate the influence of the dispersive dipole section
(US3MK1) and space-charge. The start distribution is located right in front of the UNILAC
gas stripper. For simplicity, a homogeneous test distribution with a sharp elliptic bound is
assumed to be a sufficiently good representation for the 10 mA Ar1+ beam. The particle
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shows the tracked longitudinal phase space at the height of the device when particle
interaction is not considered. Figure shows the complementary tracking with the particle
interaction included at a stripping efficiency of 100%.





Bibliography

[1] G. Riehl, J. Pozimski, W. Barth, and H. Klein. A Multifunctional Profile and Emittance
Measurement System. In Proceedings of the “European Particle Accelerator Confer-
ence”, page 756, Nice, France, 1990.

[2] A. Reiter, C. Kleffner, and B. Schlitt. Improved Signal Treatment for Capacitive
Linac Pickups. In Proceedings of the “DIPAC” (in print), page (in print), Hamburg,
Germany, 2011.

[3] S. Richter, W. Barth, L. Dahl, J. Glatz, L. Groening, and S. Yaramyshev. High current
beam transport to sis18. page 45, 2004.

[4] P. Forck, F. Heymach, U. Meyer, P. Moritz, and P. Strehl. Aspects of Bunch Shape
Measurements for Slow, Intense Ion Beams. In Proceedings of the “DIPAC”, page 186,
Chester, UK, 1999.

[5] P. Forck, F. Heymach, T. Hoffmann, A. Peters, and P. Strehl. Measurements of the
six Dimensional Phase Space at the New GSI High Current Linac. In Proceedings of
the “International Linac Conference”, page 166, Monterey, California, 2000.

[6] R. Hollinger, M. Galonska, B. Gutermuth, F. Heymach, H. Krichbaum, K.-D. Leible,
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